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Chapter One
INTRODUCTICN

AT

This dissertation is motivated by awconcern for an
essen£i' aspect of teaching, particularly of teaching by
computer: the necessity of grading the student’s response
to 2 guestion posed by the teacher. By grading, 1 mean
analyzirg for correctness, diagnosing wha£ has been doﬁe

both correctly and incorrectly. My work concentrates on

language teaching, specifically the teaching of German

grarmmar, and wé}ks at enalyzing sentence-sized responses.
In the restricted area ot }etterh practice and controlled
translation, in which the general form and content of' the
sentancé are specified as part of the rules of the game, I
have produced a computer program which can do an in-depth
grading analysis. I will not rresume to claim to replace a

huran teacher, but I do assert that a substantial otep has

been taken towards dupllcatlng many of the strong p01nts of _

a good ﬁgacher’s grammatical analysis.

A few caveats: A

1. My work deals primarily with the grammar of
a language, not language as -a nmeans of commuhicating
ideas. It is intended for an envircnment where a sentence
like "I ate the books" nay repﬁeSeht a less serious error

then "I ate them eggs."
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2. This research does not represent an exhaustive
treatment of the German language. It is rather iﬁtended as
a démonstration of how grading might be done; to that end
some features sre handled.very extensively, while others
have so far received very little attention.

3. The grading program is intended for operation in
a2 teaching environment, of course. I have not yet
constructed such an envirorment. I merely assume that the
‘student will be asked, in some way, to produce a specific

German sentence, and worry about its anaiysis.

Operation:

The grading program 1is given two inputs, a
desQription of the expected response and fhe sentence
‘actually constructed by the student. Using its built-in
knowledge of German grammar, it analyzes the student
sentence for conformity with both the expebtedJresponsg '
and the applicable rules of German grammar, and produces
a compréhensive diagnostic report. (This report is intended
for a teacher, not directly for the student.) An example
of the program in operation may be helpful at this point.
The expected sentence is "Jetzt will er dem
Maedéhén die Tuer aufmécheng ("Now he will oben the door
for the girl"). Ih the fir§t example, the student has
responded correctly; In the second, a large number of

errors.are present, including a change to a first person
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subject. I havé“apbended a few explanatory notes, set off
in square brackets, to facilitatévunderstanding what is
going on; a fuller description cah be found in several

suceeding sections of this dissertation.

RUN 7

(STMT (VERB WOLLEN (AUF . MACHEN)
SJ ER)

'0J ACC DIE TUER)

OJ DAT DEM MAEDCHEN)

(PREDMOD (ADVERB JETZT)))

[This is the’ descr:ptlon of the expCcted
sentence, containing both its words and
structure. To wit, a statement (STMT)
with two verbs ("wollen" & "aufmachen");
sub ect a pronoun "er" (SJ ER); an
accusative object (0OJ ACC) consisting of
the noun phrase "die Tuer'"; a dative
object; and finally, a predicate-modifier
in the form of the adverb "jetzt".]

Descrlgtlon generated by human expert:

o Voo

o

Sentence input by student ..

JEILZT WILL ER DEM MAEDCHEN DIE TUEkK AUFMACHEN

The student’s actuz2l input, which will

e the subject of the fOllOWln“ analysis.]

NOW PROCEFDING WITH ANALYSIS

-

The first report will be from the
inflectional analysis of the dative
object "dem Maedchen". ]

cececesesees SUMMARY REFORT FOR NOUN PHRASE INFILECTION
ON DEM MAEDCHEN
Best we can do guessing intent is: (DAf S (M N)) -
CONFIDENCE IEVEIL: VERYHIGH

[The inflectional analysis looks at what
the student actually did and tries to
find an interpretation for the particular
inflectional forms...in this case, it
feels that the pair "dem Maedchen'
reflects an inflection for dative,
singular, mdsoullne or neuter. ]




csececene .. GENDER REPCRT FOR NOUN: IMAEDCHEN :: WEAK CORRECT
EXPECTED N , COULD Bt (M h)
[A report cemparing the above conclusion
with what is expected or correct. |

ceesesseess CASE REPOR1 FOR OBJECT: DER MALLCHEN ::
STRONG CORRECT =+DAT

ceeescceene SUMMARY EEPORT FOR NOUN PHRASE INFLECTION GN DIE TUER
Best we can do guessing intent is: ((NCH ACC)-S F)
.CONFIDENCE LEVEL: VERYHIGH
[The computer’s informed guess, as
before. The "confidence level" refers
. to the guess, not to the state of the
student’s knowledge. ]

weveese-.. GENDER REPORT FOR LOUN: TUER HH
STRONG CORRECT = F '

teveveoe-. CASE REFORT FOR ORJECT: DIE TUER :: WEAK CORRECT
EXPECTED ACC , COULD BE (NOM ACC)

eecesesres. CASE REPORT FOEK SUBJECT: ER ::
STRONG CORRECT = NOM -

cve<eee-s.. VERB ENDING CHECK .o OK' :
[This is a check on the form "will" of
the main (or "finite" ) verb "wollen".
It appears this late because the program
had to first find the subject before
it could check subject-verb agreement. ]

ereesocess. Phrase division dore, sentence type report:
- Pinal verdict is FV-2 , level of confidence: VERYHIGH
[This is the basic word—-order check
reporting on its findings. "“Frv-2"
means Finite Verb-Second, the required
B pattern for a statement in German.
-~ "Confidence" agzin is an internal
¢ performance assessment. ] o

Play by I'la ‘account of analysis:
Duo to: INITIAL HYPOIHESIS , FVT set to Fv-2
Confidence in IVT setting is: VERYHNIGH

ecasecs e SUH"H&I‘:')’ Commento
Clause type correct (FV-2)

—————— END OF RUN
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‘RUN 2

Description generated by human expert:
(STMT (VERB WOLLEN (AUF . MACHEN)
4 SJ ER) _
“(0J ACC TIE YUER) : C e
0J DAT DE! MAEDCHEN) S
 PREDMOD (ADVERB JETZT)))} -
[Description is the same as for run 1.7

~ Sentence input by student ..

JETZT ICH WILL MACHN DEN TUER AUF LER MALDCHEN
The student sentence is quite different
for this run. 1t represents an attempt
at the same response, but with nany
errors. J

NOW PROCEEbING WITH ANALYSIS

ee®o oo so oo VERB I"iACI".’.EI\: - e A.PPEARS AS }‘IACI{N
MISSING —E ON INFINITIVE ENDING

[The stem is "mach-", and since an
infinitive is required it should appear
as "machken." There is no interpretation
under which the "-n" is ccrrect, so the
program complains about improper formation
of the expected infinitive.]

ceeesesss SUMMARY REPCRT FOR NCUN PHRASE INFLECTICNK ON DEKN TUER
__Best we can do guessing intent is: (ACC S I)
CONFIDENCE LEVEL: HIGH .
[Note that the confidence level is only
"high" ... the construction is not
correct, as "tuer" is a feminine noun.
The program has a hypothesis about what
the student intends; Llhis is quite close
to the expected values, so the progran
is reasonably confident of its guess. ]

weeseeesss GENDER REPORT FOR NOUN: TUER :: INCORRECT
Should be F is M ‘ I
[RBased on’ the guess above. ]

eevecess. CASE REPORT FOE OBJECT: DEN TUER ::

STRONG CORRECT = ACC : -

D [Again based on the hypothesis on what
the student intended. HNotice that the
program has thus been able to establish
correct performance for case and identify
specifically an errcor in gender. ]

- N
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e

SUMMARY REPOR™ TSR NOUN PHRASE INFLECTION

ON DER ° T
Best we can 1tent is: (DAT S F)
CONFIDENC! SETE BT
[ves Jar comments apply here. ]

eeesseeeee GENDER REPORT FOR NOUN: MAEDCHEN :: INCORRECT
Should be N is F -

eecesessss ~CASE REPORT FOR OBJECT: DER MAEDCHEN ::
STRONG CORRECT = DAT ; : :

ccesscccas . PN SUBSTITUTION.. Should be (3 NOM S M PER)
is ((WORD ICH (I C H)) : (1 NOM S * PER)) -

[At this point the program has_ sucessfully
coped with an error which resulited in
a totally different form, the change-
from the expected "er" to "ich". The
message gives the internal representation
for the inflectional characteristics
associated with the twe forms, from which
one can see that the only change is in
person, from third to first.]

" Weeeeeeses CASE REPORT FOR SUBJECT: ICH ::
STRONG CORRECT = NOM.

eceeesssee VERB ENDING CHECK .. OK!

| ~ ' [Even though the subject was not the
expected one, the program can check
verb agreement with what actually was
"present.] o :

..... eee.. Phrase division done, sentence type report:
No confidence in sentence type, probably confused
last straw was: Separable—prefix confusion '
- [This sentence is pretty badly rangled,
and the word—order check finally gives
up trying to match it to a German
pattern. ~ '

Play by Play account of analysis:

‘Due to: INITIAL HYPOTHESIS , FVT set to FV-2

= Confidence in FVT setting is: VERYHIGH

" [This is a standard beginning for the

word—order analysis of a sentence:
start in good faith, reduce the level
of confidence as errors are observed.
aFVT" refers to Finite Verb Type, the
classification of the sentence (IV-2).]

oty
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Due to: DI not separated
Confidence in FVT setting is: HIGH
[Oops, the dependent infinitive (DI) is
b positicned immediately after the finite
verb, rather than where it belongs at
the end of the clause. Also, its
separable prefix "auf" has been detached,
an error for an 1nf1h1t1ve° mpore -on that
later on.
Due to: TWO MEMBER FROKT FIELD.
Confidence in FVT setting is: MED
[The pattern "FV-2" means that the finite
verb must be the second element in the
clause, but here it is preceeded by two
‘ elements, a definite syntax error. ]
Due to: Possible English pattern in F.F. error
Confidence in F¥VT setting is: LOW
[Furthermore, the pattern looks
suspiciously like English. ]
Due to: Separable—prefix confusion
Confidence in FVT setting is: NONE
[As mentioned above, the prefix ought
not to be separated from the infinitive
“"machen"; =&also, the prefix is in a
random location, not even at the end
of the clause. At this point, the
program gives up. ] _

.. oOther comments.
[A rehash of some of the important
findings which might be of interest
. even if the play-by-play aﬂaly31s is-
not consulted. ]
DI position error, not separated from ¥V
‘Front field error (FV=-2): elemerts in F.F.

_END OF RUN -

'In,constructiﬁg the greder,'I have‘been guided
primarily by the need to approach the problem via‘the rules
and strueture of German grammar. The use of general '
linguistic 1nformat10n about German is 1ndeed central to |

ny york. The p0351b111ty of erroneous- 1nput serlously
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limits the applicability of an ana%ysis based solely on
gereral linguistic knowledge: the very grammatical
constructions on ﬁhieh a general parser'depends are subject
to distortion dur o just the kind of student mistakes that
the prograr i.. des 'ned to analyze. I attempt, therefore,
tp sﬁrike a compromise between generality and diagnosﬁic’
eapability. I supmly a description of the expected
‘sentence to aid the anslytic routines, but have designed
ther to aceept this description Withoet being entirely
_beund to it letter by letter. IFFurthermore, the routines
responsible for carrying out the various grammatieal
functions of the program are allﬂconstructed to deal with
errors.as 2 direct part of their furctioning, not rerely as

& recovery measure.

The ﬁcorrectnesS" of a student response in.an
instructiohél’setting depends on a number of factors.
Internal agreement rules ere always censidered, often_ﬂ
subordinating the checkseh conformity with the expected
shswer. Partially correct answers are acknowledged as
such; errors due to the.propagation of misconceptions are
'so identified. (rather than belng counted as additional
separate elrors), plaus1ble explanatlons are offered for
many "1ncorreot" forms.

The progran is verj flex1b1e in 1ts ablllty to
follow the student through many klrds of dlstortlon and

error. It is precise, in reporting 1ndependent errors

O
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independently. It is vigilant; insisting always on
checking the most simplerrulesbas well as the more complex
ones. It is thorough, gathering information from oné |
_response on a large number ofﬂdifferent aspects of student
P e, through its ability to analyze an entire
sentence. I believe that this grader will develop into énV
invaluable constituent of a computer teaching system which .

is truly able to adapt to the student.

I regret that this project must be so intimately
involved with German. Natural ianguage being-thé‘complex
entity that it is, one cannoﬁ expect a simple theory to be
at all sufficient. In the course of accomrmodating the
special cases which together make ﬁp Gérman grammar, I have
evolved various general pfinciples, which will be presented
below. Some are speéific to German, but many are of much

broader applicability. 
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‘Chapter Two
LITERATURE REVIEW

e

This dissertation involves analysis of the German
language, and thus belongs in a general way to the set of
prbjects cbnéerned'with'the analysis of natural language.

In its development to date, my project has involved
relatively simple grammatical constructions, placing few
demands on the relatively modest parsing scheme I have
employed. Certainly, modern work inllinguistics has helped
.my pfoject; in-particula;, the use of structural linguistics
;natural language‘grammaf texts has been guite helpful. I
have been able to use the grammatical schenata of the
Stanford German text <ref. 10.1; Lohnes and Strothmann,
1968> extensively, with additional help from the
Reference Grammar <ref. 9.1; lederer, Schulz and Griesbach,
1959> (see Appéhdix'A for more details). The suitability of
these grammars, conmbined with the current SlmPIICJty of the
grammatical constructions handled by my program, has: gféétly
lessened the need to turn to more formal grammatlcal
techniques. |

‘ In'éh important resbect, ny work stands apart
from the other natural langnage analy81s proaects. Desplte
a great diversity among these progects, none manifest an

interest in analyzing and grading incorrectly form 2d
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language.* Whereas I take the meaning of the sentence for
granted, they are primerily interested in obtaining that
meaniﬁg as the output of their analysis. Nor have I made
much use of their theories”of rarsing, due mainly to the
need to integrate error analysis procedures into evefy'step
of my program. |

As this project continues to grow in grammatlcal
complexity, I believe I shall.be able to continue building
on the foundations I have laid. As the grammatical
complex1ty increases, some of the more SOphlStlcated
techniques developed by current researchers may well be of
"help in this prOJect. In partlcular, the technlques used by
Winograd <ref. 22.1; 1971> seem rather promising (though
their response to erroneoﬁs'forms would have to be adapted

to my needs).

Education, pafticula}ly Computer—Assisted
Instruction ("CAI"), ‘is the fleld closest to this project.
uMy interests are in gradlng, w1th eventual applications to:
teachlng. Most CAI proaects are prlmarlly concerned with
the operatlonal aspects of teachlng, and have given 11tt1e.‘
ettent%on to elaborate gradlng techniques. Still, there_are
a few comments I should like to make, concerning certain

salient points:

* Not even those projects connected wlth Computer—Assisted
Instruction.
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— techniques of response recognition, particularly for
large, structuréd answers;
— error analysis, providing interpretations for specific

kinds of wrong answvers.

I have consciously incorporated a substantial

amount of knowledge of German grammar into the computer

program. JIn so doing, I join a growing number of projects,
chiefly in Artificial JIntelligence, which believe that the
computer must know what it is doing if it is to function
intelligently.™ I am convinced that~Compu£er-Assisted
Inétruction can approach'thé level of a "good" human teacher
only when the computer "knows what it is doing". We expect
our human teachers'to be trained in their subject, and 1ook_
down‘on those who are cne lesson ahead of their cléss. The
computer will need at least as good credentials.

| Traditional CAI projects generally do not attempt to
have the computer "understand! the subject domain. These |
programs do, perforce, analyze answers, and sometimes draw
conclusions from that analysis about what the student had in

mihd. A brief look may be of interest.

A large amount of CAIL material is built around a

fixed recognition scheme: the student responds in a

. mﬁitiple—choice mode, or in what I term "hidden

* See, especially, Winograd, who makes this point quite
elogquently for understanding natural language. <ref. 22.2>
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multiple—choice" in;which.his supposedly free response is-
matched against pre-specified 2iternatives. These schenes
are attractive in allowing the instructor the freedom to
associate arbitrarily complex interpretations to syecific
betavior.
For example, consider a simple exercise:
PRESENT TO STUPENT= "I see the book"
PRESENT TO STUDENT= © #Ich sehe ____ Buch"
REQUEST AESWER

P

CORRECT ANSWER: “dasY; (TYPEi"Corréct", PROCEED)

INCORRECT ANSWER: "die"; o
TYPE "the noun ‘Buch’ is meuter, not feminine"

INCORRECT ANSWER: ' '"der™;
TYPE "the noun “Buch” is neuter, not masculine"

'AThe genexrgal fzilure to séarqh out a=nd use error
“dnterpretations may he due in part toathe nonautonstic
nature of the tool prwvided to theilesson programmer: each
mnswer nmust be individually anticipated and accounted for.
~The conétruction of'c@mpletemand accurate programs can be
extremely difficult. Note that even the above. simple
exarple contains two exrors: ‘the possible form "den!" has
been omitted; and the message for “der" neglects to note
that its use would imply more ‘than a mere gender error,
but mlso a mistake in case or else the use of an incorrect

form for the masculine zccusative article.
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Another point worth noting is the extreme difficulty
of applying simple recog wltlon procedures to multi-element
re:ponses. When the multiple elements“form a sentence in a
natural language, the analysis is particularly demanding,
due to consideratiqns of both sequence and structure. -Some -
valiant projects have come up with analysis techniques good
enough to run experimental courses teaching natural =
‘Tlanguages. These techniques involved the introduction cf at
most the barest rudiments of subject-matter knowledge into
lower—lével anglysis; mainly thevprogramsihave relied on
subjecb;independent calculations, including'spéiling checks
and sensitivity to permutstion of the‘eleﬁents making up the
Tesponse. These techniques lack reliability in a structured
environment:'they are not certain to reach the right
conclusions about an answer, and they may be easily misled.
Not surprisingly, they also are thin in disgnostic
.abilities. |

One such proaect 1nvolved an experlmental course 1in
German, sponsored by IBM—Yorktown in the m1d—1960 s.
I<ref.~1.12 Their program was able to cope W1th rultiple
errors, though on a manual basis (each error had to be
individuslly anticipated). For publication, they present
the sentence "Er kommen heute in der Stadt" (“He is coming

to the city today"), and observe that ”two unrelated errors
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are present.” Unfortunately:

The first, a particular wrong inflection of

the verb “"kommen", was not forseen and looked

for by the programmer; it was detected by the

machine as essentially a spelling error...

| <ref. 1.2; Adams,; 1968> !}

Their program.also had a capacity for handling permutations
in word order; but the algorithm takes no account of the
structure of the German language, being concerned only with

matching strings of characters and words.

The French project at IMSSS,* Stanford <ref. 54.1),,
‘recently provided a béaﬁtiful example of the pitfalls
accompanying a nonstructural permutation analysis. .A
student was expected to préduce thé sentence "Georges est
un enfant" ("George is a child"), but épparently forgot
thgt no article is required for a proper noun, and typed -
"Un Georges est un enfant" (literally, "A George is a
child®). Because of the similarity of tge two artiéles,
The program was able to match the student’s "Un Georges

. est" with the expected "Georges est um". After it
determined that a permutation of order had taken piace
among these three words, the program yeht on to complain

that the second "unf}of the‘student's answer was an extra

word! <ref. 14.2; Scholl, 1972>

Seeking greater flexibility, some researchers have

used a generative approach to CAI. This technique involves

Institute for Mathematical Studies in the Social Sciences
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a program capable of generating exerciSes in scmé automatic
fashion. These.prograns incorporate a rudimentary

. knowledge of the §ubject matter into thé“genefation
'algorithm, as-the& must be able to compute the correct
answer. (Note that it is not necessary to have the ability
to solve the ﬁroblem in order to generate it;) Rarely is
the automatic-portion extended to provide even the simple
alternative-answer recognition capability cf the

fixed—recognition systems.

Siklossy presents a representative generational
program, accompénied by a call for the general
incofporation-of subject—-matter knowledge, in his article
"Computer Tutors That Know What They'Teach." <ref. 15;
197b> At first reading, his modest project appears to
follow the same general lines I espoﬁse.; His‘program uses
its knowledge of basic set theory (its subject-matter) to
nanalyze answers for correctnéss, and also to dynamically
explain errors. Siklossy’s nain concern, however, lay in
being able to respond. to questicns posed 5& the student.
Perhavs for this reason;_his program as described stops
short of trying to work with miStakes Whiéh.are‘due to
misconceptions rather thau merely faultj tebhnique. The
program dynamically figures out'errors-qf‘teéhnique, but
doés not, explore alternative explanations which might
account for,the bbserved responSé; Thus,‘for instance,

coﬁsider a problem in which the étUdent is"askgq-to‘form :
&
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[

the.intersection of two sets, and produces instead their
union. The program will happily use its symbol
manipulating abilities to analyze the response, and ?roduce
an error report eihaustively listing a2l1ll the eiements of
the student’s enswer which.are members of one set but not
the other. No test is made to see if the too-large answer
constitutes a correct set union. Similarly, if the
student‘commits‘a commen error in forming 2 union, listing
sorne members of the intersection twice, the program rejects
his' answer with a peremptory ‘mct @ set™.

I wou;a be quite thimistic_abbut the prospects of
expanding hisiprcgram elong thé\iines discussed in the body
of this report, especially to include attention to. the |
poSsible existence of conceptusl errors and in-general to
;atteﬁpt_analysis of errors for‘probable cause. His case
for the value of incorporating Subject-matter naterial -is
weil tzken, and has resultéd in a sound program oOn which

one could base my kind of response analysis.

Two large projects, by Weiler”and Carbonell, ccme
reasonably close to my general analysis goal, albeit in a
tofally.different subject area. <refs. 21.1 & 2.1; 1970)
These two are Lasically Artificial Intelligence programs.
‘They.inCorporate a large, chplex netwofk;of dena from the

subject matter, and routines'towménipulate it to both

génerate problems and analyze answers. The ability to
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extract from the data-base aﬁ'alpernate exﬁlanation for a
student‘s "wrong" answer is juSt the kind of pefformance I
an after. To form an infbrmal“example from Wexler
<ref. 21.2>, consider that the student is to béiaéked

" about the capital of Massachusetts. His responSe-would
have to satisfy criteria such as:

1) must be a city

2) must be in Massachusetts

%) must be the state capital

"If the student responds "Springfield", the computer
will find: | | '

a) Criteria (1) and (2) are satisfied (Springfield is a
city, in Massachusetts), but (3) fails, it is not the state
capital. | _ | |

_ The computer might also find:

b) Critefia,(f) and (3)!hold whiie (2) fails, as a city

called Springfield is the state-capital of Illinois.

r/'

One can see how'épﬁfopriate messages can be
constructéd from thé infgrmation discovered by the two
anzlyses. The format of the information would facilitate
the recording ofﬁéeneral trends, should the instructional
program éo deSire.. For instance, (a) "student does not know
which city in a stéte is its‘capitél;" or (b) “student
tends to confuse the capitals df different states." Both

Wexler and Carbonell have been interested in error analysis
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primarily to enable their programs to reply to the student

with more interesting comments, and so to help him with his-
immediate difficulty. In particular, they do not address a
question which is of major importance in my work: how to |
deal with the ambiguities resulting from multiple
interpretations of respbnses, as in (a) and (b) above.

- I should add that Carbonell does devote several
pages to discussing error analysis, in spite. of a strong
statement of policy which has of ten accdmpanied a profound
disinterest in considering student errors;* |

if problems develop the ultimate objective is
for the student to overcome them, not for the
teacher to diagnose them. <ref. 2.2> ’
Carbonell clearly recognizes the existence of different
sorts of errors:_ | |
In the case of symbolic answers, if a student
- asked about the capital of Argentins responds
"Brazilia, he is not making as serious a
mistake as that made if he would answer
Brazil (which is a country).
<ref. 2.3>
He suggests that a classification ("taxonomy",<ref. 2.4>)
ofierrors is needed to provide a good theoretiéal basis for
disgnosis. This is presented lérgely as suggestions for
~ future work, albeit with a good dose of optimism:
e++if humean teachers have serious |
difficulties in dealing with causes of
errors, it may be premature to expect a

highly sophisticated behavior of CAI programs
in this respect. On the other hand, ISC

*  Seé a similar quotation from a language teacher, Chapter 6.
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[Information-Structure Oriented] programs, of
which SCHOLAR is the first example, will
provide a rich environment for research on
error types, detection, and diagnosis, and on
consequent teaching strategies.
<ref. 2.5>
I agree, and present my project as Jjust that kind of

”research.*

Concerning meaningful interpretation of é;férs, a
paper by Suppes and Morningsiar <ref. 17; 1970> suggeéts
research along a line similar to one I héve followed. They
postulate a cerebral automaton to account for each facet of
thé student ‘s performance. In simple arithmetic, for |
example, one automaton might perform the addition of single
digits, while another would take care of the carries in
multiple-digit addition problems. Following this theory,
incorrect performance will occur in two ways:

M€1. There may be a specific malfunction in an automaton,
such as a failure to process carries correctly.

2. The student may select a correctly functioning
automaton which happehs to be inappropriate, such as one
which subtracts instead of adding.

In either case, the teacher faces a well-defined

task in helping the student with his misconception.

# I understand that Carbonell has delved further into the
question of error analysis in his more recent work.
<ref. 3; private communication, 1972>
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In its general statement, this theory correspbnds
rather well with what I am doing: we both want to find
formulations of what has happened which can account for the .
observed deviant performance. 'Unfortunately, Suppes does
not deal with the problem of how to go about diSCovering
the existence and characteristics of these automata. Nor
~ does he discuss the problen of reconciling alternative

explanations for specific performance.

Looking to those emgaged in language teaching,
particularly German, I find some encouragement, a little
help, and much challenge. An experienced teacher can |
easily grade a student’s answer, though»without being aware
of exactly how he'goes about doing so. Perhaps an |
intensive study of the way in which humans analyze
erroneous sentences would produce some information relevant
to'my project; I am not optimistic, at least not until the
theoretical work on natural language has progressed much
further.
® ~ Humen teachers do offer explanations for wrong
answers, again at an intuitive level. In Chapter 6 I will
enter intd a deta{ied discussion of this behavior and its
relation to the current project. At thet time, I will also
review some recentﬂlinguistic work in the same vein as

Suppes” proposal.



PART TWO

Matching the Student’s Sentence with
the Expectéd Words and Structures
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Chapter Three
BASIC METHOD

The grading program which I have constructed
represents a compromise between the wide-ranging capabilites
of the human teacher, and the limited scope of the simple
teaching machine. This program contains a-iargé quantity of
information about German grammar, which I augment with
information about the specific sentence I expect to be
analyzed. The .resultant system is powerful enough to acéept
a Wide range of variation in the student’s response and
still produce2 a meaningful diagnostic repcrt. -

| The information given to the progrem is not the
exact "corfect" sentence, but rather a description of it.
This description consists primarily of the major words and
structure of the expected sentence. The program’s strategy
is to match the key elements of the description to what
actuaily appears in.the student’s response. Each instance
of a suqcessful match provides a foothold from which the
program'can work to apply its general rules to analyze and
report. |

In the course of setting up the strategy for the
;grading.piogram, i have perforce made certain assumptions
about the nature of the'ﬁroblem.‘ These assumptions also

provide a convenient framework for discussion.
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My @Zasic "remise:. is that the student will produce a
specifiz serttence.. Put differently, the student’s
performmace is swZficiently constrained as to warrant
assumpticons about the specific vocabulary and structure he
will use im formims his sentence. Thesérparticﬁlar
assumpti@nnymarry'throﬁgh right into thc heart Ofrthe
progran’s operation: when a word in the student response can
be identified as one of those whose presence was expected,
the program can immediately orient itself with the structure
of the sentence simply by,referriné to what it knows about
the expected structure surrounding the vord in question.
(The assumptions of vocabuléry and Sfructure take concrete
form in the specification of the expected sentence, which is
supplied to the brogram prior to the analysis.)

The immediately following discussion will delve
further into the operational characteristics and features of
this identification, and consider the type of information
whiph can be obtained using a structﬁral orientation.

In the next chapter, I will discuss the limitatioﬁ imposed

on the student by my basic prerise.

I do not assume that the student will correctly
follow rﬁles of inflectionj; on ﬁhe contrary, the progran
design places as little reliance as possible on inflection
for guiding the analysis. The matching algorithms must, and
do, allow for variation in form due to inflectional error by

essentially noise in‘theamatching process.
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For lexical words (nouns, verbs, adjectives) the noise is
usually not too great, and the word can stijil be recognized
-reliably. A more‘detailed description of the matching
algorithms follows later in this section. I would note
here, in passing,;ihat the matching process is somewhat
facilitated by the restfiction to specific vocabulary.
Function words (articles, preposi%ions) éose a
different problem for the recognizer. The program is able,
of course, to dctermine that a particular word belongs to a
given class of function words. But since these words owe
almost their entire form to inflectionzl dictates, reliable
identification must be based on more than orthographic form.
Furthermore, fundfion words (as their nsme implies) do not
usually convey meaning by themselves, but by their
association with lexical words and phrases. I rely heavily
on structural information in locating function words, ﬁaking
particular use of their predictably cloée association with

leiical‘words which can be differentiated by forn and

JRESL

meaning.
I have made a basic structural assumption, that the
student will keep the clause-elements of the sentence mainly
intact; that he will place their constituent words in a
prédictable order. A noun phrase, for example, must appear
with the article preceeding the noun, cr nmaybe even missing,
but never following the noun. This assumption provides the

power needed to cope with function words.
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As the program proceeds through the sentence, it is
primarily looking for lexical Qords, which it can recognize
directly. By referring back to the descriptive information,
the prbgram can tell what structure surrounds the word it

has found (also as outlined previously). If this structure

includes function words, the program need only look for them

in the place whcre they should occur. Any candidate in that
location will be accepted if it is the right kind of word.
There may be a secondary check to see that it does not
differ too widely.from the expected word, but that check
will be analytic, not orthographic; i.e., based on the

infectional characteristics of the word, not on its

spelling. Thus, for example:*
Expect: | “das Buch .." ("The book ..;")
Actual: "die Bucher .. "
Examine: "die"; Conclude: - article;

no identification.yet

Examine: "Bucher"- Conclude: matches noun "Buch";
.Noun phrase was "das Buch", so look
backwards for article preceeding
the noun. i

Reexamine: "die"; Article, claim for noun phrase

The student may supply some extra words, in spite of
my basic premise about close specification; or he may omit

sope words, particularly,function words. The program must

* gsee also example given in Chapter 5, of actual program
trace from just this kind of situation.

O
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of course report on the occurrence of any such deviation
from the expected. Internally,.there is the difficulty that
the program might push its search for a function word too
far and claim a word that really belongs to another- clause
element. For the present, I.solve this problem with another
assumption, that a clause element must be a contiguous
block.* Thus if a word belonging to some other element is
encountered duriﬁg a function word search, fhat search must
fail. (A clause element can, of course, be expanded below |
by the inclusicn of dependent clauses as modifiers; the

progran is able to accomodate itself to this situation.)

The order of elements themselves ih the clause, on
-the other hand, need not meet any assunption imposed by the
analyzer. Here the issue is even more critical than for
inflection. I continue to assume that any rule will at some
time be violated by a student. . The German language, -
moreover, has many extremely flexible rules governing the
placement of clause elements within the sentence. Even
assuming that the student’s performance will be correct
would not 21low predictions about element ordering. 1 have
had tge program explicitly avoid element—order assumptions;
the scope of any simple structural inferences gained by
the recognition of an expected word is limited to the

‘clause element of which that word is a member.

* This assumption may be a . bit too strong in some instances.
I have one example in which a student wrote "Wieviel willst
du Geld?" ("How much would you like money?"), thereby '
Q splitting the clause element "wieviel Geld" z"how nuch money").
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Pronouns represent a slight embarrassment in the
scheme I have employed. Their form is quite sensitive to
inflectional alteration, like function words; but pronouns
stand alone in a clause element (sometimes with the help of
a preposition), and so there is no structural context to aid
the search. The program can generally recognize look that a
word is a pronoun; the problem is raking a correct
identification, particularly when the expected sentence
confains more than one pronoun. I am forced to assume that
the inflection, if not exactly what was expected; will
nonetheless be "close." The program, accordingly, is
equipped to decide which of two possible choices is ncloser."*

That heuristic seem: to be doing a2 good job.

Word Recognition

This section considers the problems of word
recognition in greater detail, with particulér attention to
the effects of inflectiori. The analytic question, of how
inflectional feorms are checked'for correctness, will be the
subject of a later section. (Chapfer 7)

The recognition problem is eased by the practice of
suyplying the program with the vocabulary from which the
siudent sentence should be formed. Since only that

vocabulary is considered, the‘scope of the search is kept

* See Chapter 7.
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quite small, with inrediate benefits in the amount of time
which can e devoted tc each comparison. DBefore doing any
scanning of the student’s sentence, the program makes up
specialized search routines-for each expected rajor word,
taking maximum‘édvantaae of the information it has on each
word. In particular, a different strategy is emplbyed for
each word tyre, to be best.abie to éccomodate inflectional
noise. ‘These routines do not try to take advantage of the
lirited size of the vocabulary list to rake less rigorous
comparisons; the program will properly detect an unexpected

word as one it cannot recognize.

At this siage of development, the program
incorporates a simplifying restriction on the kind of
sentence it can analyze, a-restriction which will certainly
need to be relaxed in the future. Each lexical word in the
expected sentence can occur only once. B Sentences like "The
green car is faster tham the red car" cannot presently be
handled. The benefits for the analyser are nontrivial. In
fuarming a firm identification of a word in the student
sentence with a word of the expected sentence, inflectional
changes must be taken into account; but nothing beyond the.
specific word need be considered. In particular, the
program need not worry about the following or receeding

word.
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Misspelling will upset the program as it is
currently constituted. This capability was omitted thru a
decision on allocating my resources; it is less innovative,
and not crucial for German (whose spelling is largely
phonetic, as compared to English). See also Chapter 10 for

some suggestions on future work on this problem.

Inflectional changes, both correct and incorrect,
constitute the major Complication in identifying the words
in the student sentenoé. Happily, many major words inflect,
if at all, by suppletion, i.e., by adding an ehding to an
invariant stem. Such words can be located by merely
ignoring the ending (though'savihg it for later checking, of
course). For those words which show inflectional changes in

 the stem as well, the change is usually fairly spall and
mbré"or less predictable.' The few pathologic words must
" just be handled as special cases.
Some examples: |
Simple suppletion in noun plufals:
das Kind, die Kinder (child, children)
der Knabe, die Knaben (young boy)
Stem change in noun plurals: ' |
der Mann, die Maemner (man, men)
‘Greater change in noun plurals: )

der Schutzmann, die Schutzleute (police)
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I now proceed to a detziled description of the word

matching algorithm for each part of speech.

Lexical Words:

Adjectives: Adverbs and predicate adjectives are

completely uninflected in German. The matching algorithm
for these words consists of a full word equality check
against the expected text.

Attributive adjectives inflect by pure suppletion.
The program does not yet handle this category, due to the
complications of interpreting infilectional errors. The
match will be‘é stem—plus—-ending comparison: a simple
equality match of the expected text against the actual word
(Stem)‘allowing for an arbitrary ending on the latter.

Nouns: Nouns inflect, usually, for the plural, and
that generally by suppletion; the sten vowei is umlauted at
the same time in roughly half of the nouns. My mzitch allows
for an arbitrary ending, as the student may well not |
remember how to form the particular plural; similarly, 1
have a flexible check for stem vowel, allowing almost any
vowel or vowels. ,The program could perhaps check only for
the correct vowel with or without an umlaut, but does not
nmake that restriction at this time. The flexibility in stem
and ‘énding is extended even when searching for singular
nouns. The student might, for some reason, supply a plural

instead; ‘also the student might not remember the correct
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singular form of the stem, especialiy if he had'recently'
worked extensively with the plural. '
Specifically, the match pattern consists of
four fieldss
1. (front part of word) characters specified exactly;
2. (stem vowels) match any one or more vcwels;
%« (rear part of word) characters specified exactly;
4. (ending) match anything.
For example, "“der Mann" (man), plural "die Maenner"
Pattern is: “"M" <STEM VOWELS> "NN" <ENDING>
Match Oﬁ "Manner" with <STEM VOWEIS> = "A"
<ENDING> = "ER" :
If a field does not exist, it is specified as blank,
as for “der Artz" ("doctor") in thch nothing preceeds the

.stem vowel "a'.

Verbs: Verbs show some of the most complicated
inflectional changes of all German words. I have allowed,
so far, oniy for infinitive and present tense forms; though
it is not the recognition problems but the_errof analysis
which has deiayed expansion into the other tenses. Verbs
have endings; if irregular, they also nust change théir stem
vowels and occasionally.even a few consonants. As an
additional complication, there may be one or more prefixes:
séparat&e prefix adverbs, the prepositioh "zu", (and for

past participles, the form “ge"). As with nouns, I have
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aliowed for incorrect variations on any inflectional
pattern: any vowel substituted in the stem, arbitrary prefix
and ending, even some stem consonant changes.

My experience so far has not encountered any false
matches. For some very irregular verbs, the reliability of
- the algorithm nay need some bolstering through the addition
of stromger conditions. For instance, the verb "essen" (to-
eat) has only a double-S invariant; the present program will
match any word with é vowel followed by "SS". To increase
the‘reliability_of the match, a plausibility check should be
nade on the prefix and ending. Some restriction on vowels
may also be helpful; in the example, "u" or "ue" would scem
unlikély candidates for "essen". ‘

A special matching @lgorithm will be needed for the
very irregular auxilliary "sein" (to be), whose foriss show

no resemblance at all to the infinitive.

Specifically, the match pattern ‘is set up with
five fields:

1. {vrrefix) matches anything zero or more letters;

2. (tiont) exact character match on front part of stem;

3. (stem vowel) one or more vowels;

4. (stem consonant) exact match on consonants following
stem vowels; more than one set may be
given for verbs that may change this part
of stem;

5. (ending) matched anything left over.
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‘For exzample, "kaufer.' ("to buy"):
Pattern is: ‘
<PREFIX>-"K" <STEM VOWELS> <STEM CONS. "F"> <ENDING>
Match on "kauft" with <PREFIX> = n11
<S7EM VOWELS> = "AU"
<STEM CONS.> = "“F"
<ENDING> = "T*
For example, "nehmen" (“to take"). an irregular verb:
Pattern is: -
<PREFIX> "N" <STEM VOWELS> <STEM CONS.: YHM","MM"> <ENDING>
Match on "abnimmen" with <PREFIX> = YAB"
: <STEM VOWJELS> = "I"

<STEM.CONS.> = "MM"
- <ENDING> = "EN"

Functlon WOrds.

The recognition problem for function words is

somewhat different from that for lexical words. The main

~ routines of the program use structural information, rather

than purely expeéted form, in locating the functiqn words.
The recognition routinéé are called on tb determine if a
given word is a preposition (or article), ahd, if so, td
find out the word’s charaéteristics..

Prepositions: For prepositions, the recognition

~problem is quite simple, as there is no inflectional change.

What the student might well do instead is to substitute a
different pfeposition. In any event, wlmply checking a list

of all prepositions suffices nicely.
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‘Contraction of prerositions with articles presents
an annoying complication. I check suspected words againstva
short list of legal contractions. If one is. found, it is a
simple matter to break it into the two constituents and
analyze’'them as if seperate.* Errors in forming‘contractions
are nearly in the realm of spelling mis‘akes, and are not
yet handled; Nor are contractions of prepositions with

pronouhs.

» | |
Articles: Articles are very highly inflected words

with a plethora of orthographic forms. My recognition

algorithms allow for any inflectional form of any kind of

‘article. (The major problem, of interpféting what the

student has done, rests on the inflection—checking logic.)
For a definite article to be recognized{ its form must
cqrrespond exactly with one of the actual definite articles,
as "d-" is not = sufficient stem for generalized checking;
f;r other types, the,recognitién is based on stem plus
arbitrary ending (Jjust as for attributive aﬁjectives).

Algorithm: first search the list of definite
articles for an exact matchj; if sé, TYPE is "definite",
ENDING is taken from the list..."die - e", "das — es", nder
- er", “den — en", “demi— em". If the word is not a

definite article, then try for a stem—plus~arbitrary-ending

e

* this check is actually made on every word, before any
other checks are made on it. The inefficiency of the extra
search are made up for by avoiding problems of crossed '
pointers when splitting a contraction.
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match using all the other article stems; set TYPE to
"EIN-—WOHD"', "DIES—WORD", or "PCSSESSIVE" accordingly.

Pronouns: , .

Pronouns present a major problem to the program as a
whole, but not too much headache for the recognizer,.which
is only asked whether a particular word is a pronoun.

German pronouns inflect moétly by drastic changes in form,

| so a simple check against a list of all personzl pronouns is
sufficient to make the rough identification. 'A slight
corplicatiorn occurs in definite pronbuns, whose forms are
mostly the same as for the definite articles. Again, the
question of is it or isn’t it can be resolved by cliecking
against a list of 211 legal possibilities; the stickier
question, as to whether the word is a pronoun or really just
an article, is taken care of by the pronoun'search logic.

(See Chapters 5 and 7 for nore detzils.)
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Chapter Four
IMPLICATIONS OF THE LIMITING ASSUMPTIONS

In the previous chapter, I set forth the various
assumptions under which my program operates. These
-assumptions are acceptabie as definirg and deliniting a
specific progect however, the reiation of this project to
the out31de world requires some further discussion. In
partloular, I should like to discuss the definition of the
boundary created by the operatlng assunptions, and consider
the justification cf these assumptions from an educational

- point of view.

Boundary: _

The program at this timeladhemes rather closely to
the assumption thét theMstudént is asked for a specific
senten@e and will endeavor to produce that sentence. The
program conducts its search and analysis under close
guidance from thé eipeCted answer: ATthough it is
sensitive to manyyfariationé, the program does not attempt
any kind of general analysis which would énCompass an
arbitrary Cerman sentence. Ih particular, there is little
attentlon pald to determlnlng the meaning of the student ‘s
sentence as possibly d;fferentﬁfromztheAexpectat;on. There

is a basic problem at issue, which has to be solved by the
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basiz mrilosophy of the grading project: how to distinguisn
distortien [grammatical error] from intentionzl semantic
change. I believe that some headway can be made in making
such @& distinction, but for the present project have made
the program concentrate only on error analysis; in fact, I
have designed it to operate in spite of possible alternate
meanings and grammatical ambiguities which might otherwise
have frustrated the analysis.
Currently, any deviations from the expected
’formulation, either in individual words or in structure,
are anaiysed as local errors only. Certain menglingslcan,
of course, result in a sentence with a different meaning,
possibly expressed in "corfect German" if takeﬁ alone. For
example:* »
—sentence- ~ —=progran will report—

1. Die Frau sieht 1hn._ Correct
("The woman sees hlm.")

.

2. Die Tmau sieht ihﬁ, - Promoun wromg, perhsps
dative insiead of accusative.
3. Die Frau sieht er. Pronoun wrong, perhzps
nominative instead @@f accusative.

Sentences = -happens to be also a correct way of expressing

the thoughkf “he sees itz woman," since "&ie Frau" can be
either nc¢ifinative (subject) or accusative (object). The

program wii¥l not be distracted by this different meaning.
& .

- * for conciseness, the program output is perapnrased.
Actuzal examples of the diagnostic comments can be seen
elsewhere.
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Tt need not remain totélly igncrance of the alternative,
either. In future work, I‘would like to explore
incorpofating certain special checks depending on specific
errors. Various heuristic approaches will be needed; the
above example could have been caught by checking possible

inversion whenever an object appeared in norinative case.

Liﬁitation: theoretic

The assumption of a specific sentence, and the
information provided to the program, provide a great deal
of assistence to the analyser, but at the saﬁe time greatly
restrict its generality. I have tended to justify the
restriction as nccessary to be able to cope effectively
'w1th a natural language situation, and indeed I am willing
to make sacrlflces in order to obtaln powerful grading
f30111t1es. I believe there is a basic theoretical
question here, as to whether extra infermation is really
needed to recognize improperly formed sentences. A few
comments may serve to illustrate the problem, and, with it,

my choice: of assumptions.

(An 1nformal information—thearetic argument)

As allowance is made fmr the possibility that the
input will not conform to theﬁrules of German grammar,
supplementary information is needed to compensate for the
assumptions we are no longer entitled to make. If

inflections. or word—order are possibly wrong, some other
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source must be found for the iﬁfdrmation thet they provide
about the meaning of the Sentenge. Turmed around, the
argunment is that by having othef sources‘of.information,
the grader can regard these rules as items to be checked
for correctness rather than as crucial aids in completing
“the analysis. | |
A human teacher knows what he asiked, and thus has
extra,:éentence«specific information available when he is

grading the student response.

Limitation: education-

It remeims to examine the restrictions from an
educational point of view. Is there any place for a
.grading progran with such restricted scope that it can only
handle 6ne specxfic sentence'at a time? Furthermore, what
do 1angyagevtéachers feel.zbout such restrictions? Both
qﬁestions can ke answered favorably: even though,the
project has been kept carefullyrcircumécmibed, it still has
possible uses.

Cne common techhique used by a modern approach to
language teackiIng is to have the student noverlearn" basic
éentences. These basic sentences, or parts of them,_are |
used as "building blocks" as the student goes on to new
materiél, producing a situation in\which‘roabulary‘will
be naturally quite restricted. From one such text:

This lesson is devoted to review ... of

- 85 sentences, of which some are identical
with the basic sentences of the preceding
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lessons, some are new combinations of -the
elenents of the basic sentences, and sonme
contain material to increase your reading
vocabulary. These sentences are in German in
the left-hand column, with equivalent English
sentences in the right-hand column. Study
these by first reading the German sentences,
referring to the English sentences only when
you are uncertain. Repeat this study until
you can recognize and understand accurately
. every ocne of the German sentences.

The next step is to.look at the
English eguivalent sentences and check your
‘ability to produce the proper German

sentence. ‘
<ref. 12.13 Rehder & Twadell, 1958>

In another text, the directions to the student for
a particular exercise leave very little room for inventive

work:

Express the following sentences in German.
This is not meant to be a translatidn
exercise; the English sentences should
n{rigger" their Germam equivalents.
<ref. 10.2; Lohnes & Strothmann, 1968>

A third example seems almost tailored exactly to
¥t the capabilities of my program. (The citation is from
the .introduction, a general description some of the
material offered by the text, =2 beginning reader):

...synthetic exercises, made up of '
rdehydrated" sentences... The student is
given the thought content and vocabulary of a
particular sentence and is asked to
- reconstruct the sentence by "adding grammar." .
<ref. 19; 1967>
Philosophically; languasge teachers recognize that

freedon of expression has its place. That place may

“FL
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not be everywhere:

In most cases, putting the meaning across is
a minor part of teaching a dialog.
“ref. €.713 Lado, 1S64>

We conclude that i is not the teacher”s .task
in first—-year German to chat discursiwely
with his students, but to guide then inm the
controlied formatiom of habits. So f=r as
the students are. ccncerned the materizl they
are practicing is the German language fior the
time being. We need :and probably sﬁ'uﬁd not
. &0 beyond this nmaterzal; "other ways of
saying the same ‘thing" are a distraction, not
an enrichment, for the be 1nn1ng studemt
<ref. 12.2; Rehder & Tuzdell, 1958>

I night add that T do not necessarily agree with
all the opinions which I Have cited, and would certainly be
happy to have greater flexibility availabile. ﬁt‘the;séme
time, I do not lose sight of sbme rather‘significanf"
possible benefits possible even with the Iimitations
intact. By being able -to accept full sentertes and
monitor, automaiically,,aalaige nunber of" @ifferent rules,
the grading program immediately permits a more flexible |
curriculum than would be:possible with a less versatile
grading facility. I feel that I have aliready come far
enough,that research into using the grader ih new flexible

curricula can begin in earnest.
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Chapter Five

PROGRAM ARCHITECTURE

This section describes the basic architeciiuss of
the program, and includes a fairly detailed discmssirm of

the algorithm involved.

" The program is given-two ma2jor inputss:.a.
description of the‘expected sentence, preﬁaredybyvmhe-
teacher or helper; and the actuaitstudent sentemcs wbich is
to be graded. The analysis takes place in four phases:

1. pass through the description of the expecmaﬁjgentence,

to build a guiding structure;

2. main pass through the student sentence, remsgzing

key words and collecting associated words: iy
directed'seérch; |

3. second scan of the sentence to collect promgums: and
separable prefixes;

4. word-order analysis of the clause—elément siructure

to which the sentence has been reduced.

Here is an example of the program’svactuélw

operation which I will use at several points of thi
discussion. The student is asked for "Er kauft eineniHut"

(“He buys a hat"),-and responds correctlya The folloving
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discussion,'l shall present the same analysis with the

prograr printing internal tracing commentary as well.

RUN &

Description generated by human expert:
(STMT ?SJ ER) (VERB KAUFEN) (OJ ACC EINEN HUT))

SENTENCE INPUT BY STYUDENT ..
EINEN HUT KAUI'T ER

NOW PROCEEDING WITH ANALYSIS
®

........ e« SUMMARY REPORT FOR NOUN PHRASE INFILECTION
ON EINEN HUT
Best we can do guessing intent is: (ACC S M)
CONFIDENCE LEVEL: VERYHIGH

chessesece GENDER REPORT FOR NOUN: HUT ::
STRONG CORRECT = M

ce<ecesse. CASE REPORT FOR OBJECT: EIKEN HUT ::
STRONG CORRECT = ACC

cececesces CASE REPORT FC7 SUBJECT: ER 1:

STRONG CORRECT = NOM B
.......... VERB ENDING CHECK .. OK!
..;.....,. Phrase division done, sentence type report:

Final verdict is FV-2 , level of confidence:
VERIHIGH - . :

Play by Play account of analysis:
Due to: INITIAL HYPOTHESIS , FVI set to FV-2
Confidence in FVT setting is: VERYHIGH

cececeerses oummary Comments
Clause type correct (Fv-2)

ENL OF RUN

Operation of Phase One:
| The program begins with a pass tﬂiough the
description in order to build the complex structure it

needs for attacking the student sentence.

O

P

et et

orrm—t
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For each clause of the expected sentence, a list of
the important words* is collected into a list called
WDLIST. At the same time, the program builds a structure
for each clause element, containing the consitutent words
and information which will be needed in the analyéis. The
structural details communicated in the sentence description
play an\iﬁportant role in this stage of bullding.
Cross—-reference pointers are set up betweern the word
entries in WDLIST and the corresponding clause element
structures, and the latter are collected togéther into a_
SDLIST. Pronouns, because of their special problems, are
_collected not in WDLIST but in another blace of their own,
PNLIST. |

At the end of Phase One, the sentence description
consists of the accumulated WDLIST, SDLIST and PNLISI’s for
each clause. Specific information on the particular words,
"needed,in various stages of the analysis, is available to
the program by this time; it has either been given as part
of the description,Néaved from previous wbrk, or fequestéd
from the expexlmenter during Phase One.

The other main input to the program, the atudent
sentence, is still but a simple éollectlon of words. They

are arranged in such a way as to facilitate the analysis.

To continue the previous example,

"Er kauft einen Hut." ("He buys a hat.")

* See Chapter 3 for definition of this concept
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The initial description, as prepared by a teacher and
given to the program, contains both the text and structure
of the expected sentence:

(STMT gVEHB KAUFEN)

SUBJECT
(PRONOUN ER))
(OBJECT ACC :

(NP
gARTICLE EINEI-J;
NOUN HUT) ))

(e abbreviated descriptors "SJ" & "0OJ" which appear in
the full examples actually expend into the more explicit
structure shown here. I have not placed much4emphasis on
making the program smarter about the input description,
cogbentrating my efforts instead on the analysis of the
student sentence given whatever seemed the most helpful
description. ) |

Here is a complete listing of thé WDLIST as set up
for the analysis of "Er kauft einen ng,?AIt contains two
search functions, NOUNeWD for the noun "Hut" and VERB-WD to
look for a form of the verb "kaufen". The other T
information represents the parameters needed for the
identification, particularly the patterns for guiding the
match aléorithm. The cross—reference pointers to the
SDLIST terms are held in WS-7 (for the noun) and WI-6 (for
the verb).
(PDWFM)MLﬂ HUT ({(H) ((SV . VV) T(EMH))(M}?N

{VERB-WD (QUOTE WD-5) ‘ !
GUOTE KAUFEN)

888%5 &éfg?})K (sVv . V) (sC (¥)) (EnD)))
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Here are the SDLIST terms, again as functions with a'large
number of ;arameters: The COMELTA-SD functions handle
either subjecf or object —— the sixth argument tells
which. The last argument is(itself a structure of
functions; describing the constituent words or phi‘ases°
The first argument of éach of the top-level SDLIST
functions is the neme of the veriable holding the
cross-reference pointer from the key WPLIST or PNLIST

function. (My comments in []"s).

g

[WS—-2 points here:]
(COMELTA-SD (GUOTE WsS-2)
GUOTE PP—B;
GUOTE NON)
CUOTE (SUBJECT SFEC))
QUOTE NIL)
GQUOTE SUBJECT)

| QUOTE ( |
| (PRONQUN-SD WL—4 ER (3 NOM S M PER)))))
[WS~T7 points here: ]

" (COMELTA-SD QUOTE,ws—73_
QUOTE PP-8
GQUOTE ACC) |
GUOTE (OBJECT SPEC))
QUOTE S) .
CUOTE OBJECT)

QUOTE ( o
(NP-SD SD~9
ARTICIE-SD WD-10 EINEN)
NOUN-SD WD-11 HUT ((CSSV . U) .
{XGENDER . 1-1; (HNOUNFLAG . T)
, . | XNCLASS . 0)))))))
[WD~-6 points here:] . o
“(VERB-SD (QUOTE WD-5)
QUOTE KAUFEN)
QUOTE VERB1). _
(QUOTE CL&VERB1) | :
QUOTE ((SS (F ¥ sC) (AU AU SV)) {CLASS . 1)))))



- 52 -

The‘PNLIST looks Jjust like the WDLIST, except that it has
only pronoun terms at the stert. The value of WS-2 is
a pointer to the SDLIST term.

é(PRONOUN—WD WD~-4 ER NIL (WS-2) (3 .NOM S M PER)))

PP-3 PP-8)
FV-2))

Initial form of student input:

WORD KAUFE
WCRD EINEN

(%WORD ICH)
{WORD MANTEL))

(Actually, the "exploded" form of each word is also
included, to boost operating efficiency; thus,
(WORD ICH (I C H)).

Each elcment on the WDLIST is concerned with one of
the major words of the expected séﬁteﬁce. The elemént
specifies two things, a search function and a
cross—-reference pointer. During the second phase of the
program, the search routine will be given a sequence of
characters: a word,from the. student’s sentence. The
routine must decide if that sequence matches its target
word, i.e., the particular méjor word from the{éxpected
sentence with which it is associated. This identification
task is entrusted to a-matching algorithm specially
tailored to the pérticular word-type in question. (see
Chapter 3, above, for a‘déscription of these algorithmé).
[The name of the particular finction is usually that of the
word-type; suffixed with an identifying "-WD", as
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"NOUN--WD". ] The necessary information specifying the
specific word to be found is all assembled by the Phase One

processing.

The cross-reference pointer will be discussed more

fully below.

Phase Two: _
After the first phase has finished, Phase Two

begins by activating the clause executive function with the
WDLIST, SDLIST AND PNLIST for the main clause. The basic
scan of the sentence is undertaken at this time, proceeding
from deft to right. Pursuant to the strategy discussed
above, the top level activlty is concerned with finding
major words. The major word recognizers are collected on
the WDLIST; the job of presenting the next word of the
sentence and deciding what to do with it falls to a
function named RUNWD. | |

RUNWD:
1. No words left: set FINISHED flag for clause

executive; ex1t.

2. See if word is a function word (article,
‘ preposition). If so, remember it,
g&o on to next word.

3. For each element of the WDLIST, activate the
’ match function. If one likes the current
word: _ :
Ja. remove that. entry from WDLIST;
3b. set up pointer into correspondlng SDLIST
entry (varlable ig "WD-SD PTR®)j;

exit.

4. Test if word is a pronoun: note, go on
to next word. .




- 54 —
{step 5 is relevant only for relative clausés...)
5. No match'yet...look through all other WDLIST s,
as in step 3. if one matches, ther:
5a. set NEWCLAUSE flag for clause executive,
saving the name of the clause
: . containing the lucky WALIST elerent;
5b. set FINISHED flag if moving up & level;
5¢c. do steps 3a and 3b above;
exit.

6. If none of the above, complain about extra word.

The rﬁcogniéion functions an WDLIST do very little
analysis of the wprds they find. Their importance lies iﬁ
their links to the analysis structures on the SDLIST.

Each word (on WDLIST) has a pointer to the structure for
the élause element of which it is 2 part. This pointer
leads to the head of the clause element of which the word
'is a part, not to the SDLIST function for the word itself.
In the case of a clause element with more than one najor
word, all corresponding WDLIST entries would have the sare
pointer. A clause element”’s SDLIST entry reflects the
structure of the element; entering it from the top gives
the program full analytic control of the context while it~
is processing ahy part of the structure. -

Here is the previous example, this time including
output relevant to the’iﬁternal workings of the progrgﬁ.
Some of the comments refer to features not yet discussed.
For the presenf, I would‘cail attention to lines beginﬁihg
Qith one of the following legends:

"DOWD just did " — identifies a WDLIST function'which,
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successfully matched a word of the student sentenqe;
‘uSDDO: " — beginning execution of an SDLIST structure

which was activated by a cross-reference pointer;
WTHDO: " — beginning execution of individual functions

within the SDLIST entry currently active.

RUN 1

New tasks: ((V=¥VENDCK))
DOWD just did NOUN-WD

SDDO: COMELTA-SD (WS-7)

THDO: NP-SD

THDO: ARTICLE-SD

THDO: NOUN-SD

THDO: ARTICLE-SD

New tasks: ((NICK TEM-12 TEM-13))

cessssecee SUMMARY REPORT FOR NOUN PHRASE INFLECTION
ON EINEN HUT
Best we can do guessing intent is: . (ACC S M)
CONFIDENCE 1EVEL: VERYHIGH

eesessesess GENDER REPORT FOR NOUN: HUT =23
STRONG CORRECT = M .
Task just done: NICK

weeeeeeese CASE REPORT FOR OBJECT: EINEN HUT :z:
STRONG CORRECT = ACC
DOWD just did VERB-WD -

- SDDO: VERB-SD (WD—6)
STEMTIYPE: *
‘Stem—ending char ((2 PT7) (3 S 7))
New tasks: ((VERB1))
Task just done: VERBI
THDO: PRONOUN-WD ,
End of search for pronoun ER level = 4 GOOD
THDO: PRONOUN— D :

weeeceeess CASE REPORT FOR SUBJECT ER 33
- STRONG CORRECT = NOM :

New tasks: ((POSCB—SUBJ))

Task Jjust done: POSCK“UUBJ

JSCHR = g* *7)

JECHR = (3 S 37;

JSECHR = (3 8 7

s 00 22 9
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cececeeses VERB ENDING CHECK .. OK!
Task just done: V-FVENDCK

ceceeescs. Phrase division done, senternce type report:
Final verdict is FV-2 , level of confidence: VERYHIGH

Play by Play account of amalysis: s
Due to: INITIAL HYPOTHESIS , FVT set to FV-2
Confidence in FVT setting is: VERYHIGH

cesaceceess oSummary Comments
Clause type correct (FV-2)

[4

END OF RUN

To follow through an SDLIST function in operation,
consider what happens when the noun "Hut" is found. The
program tracé at that point contains the nessage "DOWD just
did NOUN-WD". That fuﬂction returned a crdss—reference
pointer, namely WD-7, which the prograr begins to follow‘
("SDDO: COMELTA-SD (WS-7)" message). The full structure of
that element is given above; here is an abbreviated form

for guick reference:

COMELTA-SD OBJECT ACC
NP-SD
ARTICLE EINEN
NOUN HUT

Following the execution, with actual program trace shown as

camiients in square brackets:
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[SDDO: COMELTA-SD (WS-T)]

dbMELT-SD is a function, which, when entered, sets up
the program and grarmar context for the analysis of
the clsuse element...the name, “object", expected

case, "“acc", and other variables to hold the results.

[THDO: NP-SD]
NP-SD is entered, and like COMELT-SD, sets up
a progrem and grammar context for the analysis

of 2 noun phrase. -It then defers furthe;>action'

while the phrase constituents are handled.

[THDO: ARTICLE-SD]

ARTICLE-SD is entered. This SDLIST structure wés
activated because the noun "Hut" was found. Until
the noun’s analysis is accomplished, this routine

graciously defers.

[THDO: NOUN-3D]
NOUN-SD is entered, and completes the analysis of

the noun “Hut", deterrining its inflectional

characteristics for further checking later.

EY N




[(THDO: ARTICLE-SD] .
ARTICLE~-SD is tried again, is now happy
to do its job. It scans back to pick up

the article "einen" immediately before the

noun, analyzes-its inflection, and returns. r

[New tasks: ((NICK TEV—12 TEM-13))]

NP-SD now resumes, checking the inflect’ nal
status of the entire phrase using information
returned by ARTICLE-SD and NOUN—SD.
ON EINEN HUT . :
Best we can do guessing intent is: (ACC S M)
- CONXIDENCE LEVEL: VERYHIGH
....... e e« GENDER REPCRT FOR NOUN: HUT ==

| STRONG CORERECT = M
| Task Jjust done: NICK

LS I L | W ] LU

With NP-SD finished, COMELT-SD can do what analysis

it has for the whole element, before it, too, returns.

i

eseceecas. CASE REPORT FOR OBJECT: EINEN HUT ::
- STRONG CORRECT = ACC ,

[eeenceennn SUMMARY REFORT FOR NOUN PHRASE INFLECTION ]

| I S VO S |
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Data structure:

' The results of the analysis are saved in two ways.
Specific grading observations, such as would be of most
interest to a teacher, are expressed as (English) messages
typed immediately at the terminal. All during the
analysis, the program internally adds the information it
finds to a datz structure representing the student’s
sentence. This structure is represented by a list, which
at the beginning consists of only the individusl words |
input by the student, as given above. The search functions
(from WDLIST) will change the particular word entry to
refleét what they have discovered and decided about the
word. Thus the simple ‘

(WORD (KAUFEN (K A UF T)))
becomes:

" (VERB 2WORD KAUFT (K A U F T))
(SC F) (SV A U)

END T)

-%ﬁASS .)1)

ENDCHR (3 S §7) (2 P 77))
SECHR (

STEMCHR (* * 7

ss (* F F SC§ (* AU AU AU SV))
TEXT . KAUFEN )

. The various analytic functions thus have unifofm.
‘access to each other’s findings, indépendenﬁ of specific
'10081 variables .in the program. |
An especially 51gn1flcant chanée in the data
structure is its alteratlon to reflect the structure of

- German, in grouping of‘words into phrases and into clause
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elements. Thus-the function NP-S8D, which handles noun
Phrase analysis, will toke a constituent article and nouh_
which were originally two WORD entries at the top level of
thé structure. They will be combined under a new, single NP
entry, which also holds information pertaining to‘the

Phrase as a whole. A similar structural change is done by
COMELTA-SD to group thc entiire secusative ebject together
into a single element at the top level of the clause. Here
is the final data structure from the analysis of the
current example, with the structure apparent from

indentation as well as parenthetization:

(
(FV=-2
((OBJECT
(NP . _
. ((ARTICLE €WORD EINEN (EI N E N))
(ACLASS . 1) (AEHD . EN)
ATEXT . EINEN%
ENDING . EN))
( NOUN QWORD HUT (HU T))
(END . *T*) (SV . U)
y NTEXT . HUT
(XGENDER . M
XCHR ACC S M 0))))
g(GENDER . M) (NUMBER . 8))
((PPCREF . PP-8) 2CASE - ACC) (CASEWHY OBJECT SPEC)))
(YERB iWORD KAUFT (K AU TF T) ,
» (SC F) (SV A U) '

CLASS . 1)

END . T)

ENDCHR (3 S 37) (2 P _77))

SECHR (2 P 7) (38 7)) |
SS (* ¥ F F 5C) (* AC'AU AU sV))

3
STEMCHR (* * 7 ;
TEXT . KAUFEN)))

(SUBJECT (PRONOUN §WORD ER (E'R))

(CHAR 3 NOM S M PER) (LEVEL . 4)
NUMBER . sg))

L PERSON . 3
((PPCREF . PP-3) (CASE . NOM) -
‘ CASEWHY SUBJECT SPEC)
(PERSON . 3)
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Piinse Two Summary: The clause executive daees Phase

Two of the match/analysis using the functions described
above. RUNWD is called each time for é new veogdl, amd then
a WD~-SOPIR is followed to analyze the associzated clause
element. This loor keeps up.until RUNWD signals FINISHED,
generally indicating that the end of the student ‘s sentence
has been reached. (In sentences containing relatiwve
clauses, FINISHED will e set at the end of eaxch Glause.)

At this time, =31 the%WDLIST-entries should be selus:fied,

and gone; if not, there are words missing from the clause.
‘At this point, appropriate action could be considered. If a
noun is missing, the program may fer imstance want to check
for the possibility of paraphrase by an eguivalent pronoun.
If so, by simply following the cross-reference pointer of
the missing noumn to its SDLIST entry, the program'can

obtain the necessary case and number information to specify
the equivalent pronoun; it then generates a PNLIST entry to

actually look- for the . pronoun.

Phase Three: .
Next comes Phase Three, at which the PNIIST is run.

Each term of the list describes one pronoun. The pronoun
search function is prepared to look anywhere in the clause
for the pronoun. /The major difficulty lies in establishing
identity when thé clause contains more than one pronoun;
Each PNLIST entry has a pointer to its corresponding SDLIST

element, just as for the major words on WDLIST; once the
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pronoun s 1dent1ty ‘has been flrmly establlshed the link
can be followed 1mned1ately, as there is no question of
possible clause changes.

The technique for finding pfonouns is conceptually
simple. Each prconoun is represented by a functional entry
on the PNLIST. When activated, this function searches all
the free words .of the clause. Any words which are pronouns.
are compared with the expected value, using a measure of
goodness of fit. An exact match can be claimed
immediately. If ncne of the candidates matches perfectly,
the program will choose the Yclosest" one.*

A tie may occur, if th pronouns lie at the same
distance from the.one being sought. A tie can exist only
- if' the sentence contains at least two unclaimed pronouns,
and the oﬁe currently being sought has not been correctly
formed. There is a good chance that‘the other proﬁOUn will
be correct; or, failing that, at least not wrong in such a
way as to duplicate the current confusion. The strategy,
then, calls for the particular search function which has
encoﬁntered a tie to célmly give way, allowing another
PNLIST element to be activated'andﬁhbpéfullyféiaim one of
the embarrassirig alternatives. The delaying mechanism can
be invoked at ény stage of the function’s operation; and it
can be used repeatedly if necessary. (See scheduling

discussion, later this section).

* See Chapter 7 for a description of the distance metric.
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In a pathological case, it may occur that neither
PNLIST function is happy with what it sees, and so each is
waiting for the other. When this occurs, a modified
distance—-neasuring function is tried in an attempt tolbreak
the tie. If that fails, as for instance must happen if the
two words are ldentical, the function-arbitrarily_picks the
candidate situated nearer the end of the clause.

Heré’is sone prograﬁ output from a simple sentence
containing é potenfial ambiguity in pronoun recognition.
The student is supposed to produce "Sie sieht ihn" ("She -
sees him" or "it"/masculine), but instead uses a neuter

pronoun: "Sie sieht es". Iy comments are in []’s.

RUN 2 (&bbreviated)

THDO: PRONOUN-WD
End of search for pronoun 1HN level = 3 FAIR
[Did not find "ihn", and no_way to choose tetween
"sie" and "es", so delpylng]
THDO: PRONOUN-WD
End of search for pronoun SIE level = 4 GOOD
[Search for "sie" finds an exact match, SO gO
on to SDLIST work: ]
THDO PRONOUN-SD ‘
....... eee CASE REPORT FOR SUEJECT: SIE :: CORRECT = KOM

eescesses-- VERB ENDING CHECK .. OK!

THDO: PRONOUN-WD
End of search for pronoun IHN level = 3 ¥
Second try for "ihn". Match results are no better,
ut since “sie" has been claimed already, there is
no ambiguity and "es" can be claimed. ]
THDO: PRONOUN-SD

..... eess. PN SUBSTITUTION.. Should be (3 ACC S M PER)

. is (WORD ES (E S) 3 ACC S N PER)
cececces ... CASE REPORT FOR OBJECT: ES :: CORRECT = ACC
....... eee Summary Comments '

Clause type correct (FV-2)
END CF RUN
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Many pronouns are associated with more than one
grammatical slot (see Chapter 7 for a more complete
discuséion of this notibn). For instance, "es" serves as
both nominative and accusative in 2rd person neuter; "sie"
serves both plural and singular as well as nominative and
fgccusative. In these cases, the program considers each
possible slot as if it were a sépahate word,‘so that its
final determination specifies the best choice. Of course,
if a tie results only from two slots associated with a
singlé word, there is no point in delaying, and the program
will proceed directly to a forced choice.

Special con31deratlon is afforded subJect fronouns
A brief check on the flnlte verb ending tells whether the
verb agrees with the expected value. (The full verb ending
check procedure considers mainiy agreement between the verb.
and the actual subject). If the verb is not what was
expected, there is a good chancé that the subject pronoun
may also be diffefent. In this case, = limit‘placed on
the closeness measure blocks the determination of an exact
match, thus forcing consideration of other possibilities.
Thus if the verb is singular instead of an ekpected plural,
the program must be prevented from locking onto a
"sie"-piural'fdrmﬁwithout also considering its singular
representation (and any other hominative fronoun forms that

may be present).
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In the event of a tie leading to a deadlock,
agreement with the actual verb ending counts positively for
a subject prénoun candidate.

Here is an example in which the program is looking
for "Er kauft es" (“Hé wys it") and finds, instead, "Sie

kaufen es" ("They are buying it"). My commenis in []1°s.

RUN 3 (abbreviated)

THDO: PRONOQUN-WD

End of search for pronoun ES level = 4 GOOD
[success for the object pronour: |

THDO: PRONOUN-SD :

.......... CASE REPORT FOR OBJECT: ES :: CORRECT = ACC

THDO: PRONOUN-WD :
_Subject pronoun: expanding. search limits since
verb ending does not match expected subject
End of search for pronoun ER level = 3 FAIR
More than omne possibility in search for pronoun ER.
[Only one word, "sie", but several possible forms]
Check with verb ending — 1 choice for subj pronoun '
THDO: PRONOUN--SD :

eeeseccess PN SUBSTITUTION.. Should be (3 NOM S M PER)
, is ((WORD SIE (S I E)) : (3 NOM P * PER))

...... . ... CASE REPORT FOR SUBJECT: SIE :: COKRECT = NOM
weeeeece.. VERB ENDING CHECK .. OK!

ceeveerces 'Summary Ccmments
" Clause type correct (FV-2)

END OF RUN

_ Phase Three Summary: At the end of Phase Three, -
all of the SDLIST entries should have Eeeh‘processed. o
The previous checks, on WDLIST and PNLIST, ensure that any
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entry which is located via a pointer from either of those
two will have been done.” The additional check at this time
allows eleménts which are purely analytic, w1thout any

match entry.

~ - I Ll S
C I - v et

Phase Four: e ‘f“k‘," 0

Phase Four of the analysis consists of checking the
word crder of the now totally identified clause. The
function PHRASEDIVIDER carves out verb/clause type and
f}ent field, innerfield; and.endufield. PHRASETYPEREPORT

. comments on that information and its relation to the

expectations as present in the descriptioh. The comments
produced by both functions are clearly visible in the -
program output. "Phrase division done ..." is |
PHRASEDIViDER "Summary comments ... "-ihtroduces_ the
PHRASETYPEREPORT comments. @H

Finally, the eniire clause is dépressed in the data
structure holding the student sentence, so the clause |
appears as a single element'at~higheg‘levels (as described
above in feference to phrases and clause elements, and

visible in the example given there).

A bit of careful bookkeeping makes two tricky
31tuat10ns come out rlght. phrases with more than one major
word, and*dependent qubordlnate) clauses. Within the

SDLIST processing, the main scan may have to advance past

the major word which provided the initial entry to the Cw
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SDLIST: for instance, in 2 phrase containing two nouns, like
neine Tasse Kaffee" ("a cup of coffee"). In the example,
the identification of "Tasse" would take the analysis into
the noun phras€; onfe inside, ihe analytic entry 1or the ™
second noun "Kaffee" would be encountered, although it has
not yet been seen. RUNWD is called to make the move and
lock at the next word of the sentence.. Note, in the above
discussion, that it only sets a cross—reference WD-SD PTR
when £ word is found, it doeslnot~immediately follow that
pointer. - In the present case, the program notes that the
new pointer leads 1o the element currently being processéd,
which is fine. If a wé%d should be missing, the RUNWD scan
would pick up a majof word from another Claﬁse element.
This change wiil cause termination 6f forward scamning for
the current clause elément, thus meeting an important
-critéria by not accidentally Claiming words béionging té
other clause elcperts. The cross—reference pointer from
the new word is saved, of course, and will be followed |
after the current analysis is finished.

Dependent clauses of all types are handled by a
further refinement of the same techniques just described.
If the sentence contains & depeéndent clause, it will.-be
linked into the main clause through either a WDLIST or
SDLIST entry, depending on whether it fuﬁctiohé as an
entire clause elémént of the main clause orxa'quifier
within some elemeﬁt. Séparate WDLIST, SDLIST and PNLIST'S
ére created for constituent members of the dependent clause.



If dﬁring its search, R!NWD. is unable to identify a
word as a either a function word, pronoun or rajor word
from the current clause, it proc:eds to Check the other
- = = ~UBIISTEs - A soocessTul match indicates that a“change of
cleuse is needed; the flag NEWCLAUSE is set as indication.
The level of each clause, recorded‘during Phase One, is
checked at this time. If the clause in question is not
subordinate to the_current ocne, the end of the current
clause has been reached kaccording to the'33sumptioh that
clauses will be cbntiguous units); the FINISHED flag Qill

be set to trigger the necessary processing.

The existence of more than one clsuse in the .
sentence means that the‘formal context of the-clausewitseif
musi be maintained. The functien CLAUSER coordinates_
Phases Two, Three, and four of the analysis, as ‘well as
contalnlng bhe nccessary contextual variables; CLAUSER is
51mply called recursively for proce ssing subordlnate
clap$e§, Ihe separation of WDLIST and SDLIST activity aids
‘this necursion. If the NEWCLAUSE flag is set, the
‘appropriate changes‘ih clause Context will take place
before the program follows the WD-SDPTR. Thus, even for
‘uverbe; which are single—word elements, the analysis work is

done by an SD-function. For a clause cubordlnate to the
current one, the context change takes place when the
hWD—SDPfH is followed the p01nter will 1eaa to a functlon

'(CLAUSE~SD) which as part of 1ts action makes a recursive
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call on the clause executive, with new WDLIST and SDLIST
set up for that clause. This change in clause may h..pren
at any level of the program.

~ Dependent .clauses are introduced by one_of several .

types of subordinating words. These words present a bit of

a problem to the analyzer. A slight bit of legerdemain
makes question words and subordinatiﬁg words come out
right. Grammatically, these definitely indicate the
beginning of a new clause.* 7o keep the program'oﬁ the
track, cognizance should be taken of the clause_chénge.r
These words do not have enough lexical content, however, to
permit unique identification of which clause has appeared
if the sentence contains more than one . dependent clause.
Further compouhding the prcblem, German has a great deal of
overlép in the forms taken by questibn WOrds, subordinating
words,.demcﬁstrative pronouns,.and definite articles. The
current implementation for‘subérdinating words uses a

WDLIST entry which detects a question word or subordinating

" word, but the activation of their WD-SDPIR is delayed, as a

special case, until somre other major word has effected the

change of clause. It is not completely clear that.sﬁch”is

“the best way to. proceed; reexamination will come as the

program expands to handle_more variety in uses of

"subordinate clauses.

* What does it mean if they are not at the begimming? Some
relevant comments are in Chapter 8.

R
P
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Internal Scheduling

Certain aspects of the internal scheduling
algorithms are unusual enough to be of inierest. I present.
them as illustrations of the kinds of flexibility needed to
facilitate the analytic task; rone arc particularly
noteworthy on their own. I provide one mechanism for ;
1ndef1n1te delay of a task, waiting for some fairly simple
condition to be met; a way of rostponlng a task until a
specific time (the end of the clause), at which time it
will receive special scheduling; and a way of postponing a
task, based on complex conditions, to allow other 31mllar

tasks to proceed ahead.

Indellnlte delay- —

The indefinite delay is handled by having a simple
list of tasks to be done. These tasks consist of functions
to do various searchfor checking operatione which depend‘on
‘factors whose time of-.availability is unpredictable. The
task list is cheeked after every major operation; functions
stay until they have done their job and are then deleted
For an example, each verb routlne creates a 51mple task to
- determine whether its verb is the finite verb or a
nonf1n1te one, a dlstlnctlon which may depend on the
presence of other verbs. (C. f. "He had-run", "He ran".)

 Once that function has been able”tewmake a decision, it may
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set up a check on subject verb agreement, which in turn
might have to wait until the subject has been identified.
Some 6f the position checking functions are currentiy
1mp1emented as delayable tasks, whlie others have been
1ncorporsted in the PHRASEDIVIDER functions. The task list
mechanism remains {0 provide. scheduling flexibility,
‘particulariy tovfaeilitate.the addition of new festures
which may well.find their eventual home elsewhere.

The operation ef the task list feature is evident
in the.verbose example of‘progiam output. When a task is
first. set up, the message "New Tasks:" identifies it.
(Parameters are occasicnally passed via "TEM-nn" variables
to -avoid impossibly long printing). I do not show the
attempted executlons, but when a task is done successfully,

the 1ndlcat10n "Task Just done" appears.

ueflnlte Delay:

The PN~IST prov1des a somewhat 31m11ar way of
aitering the scheduling, by postponing action until the end
“of the clause. Any search which must wait until the clause
boundaries have been established can be entered on the
‘ PNLIST. This feature is currently shared by pronouns and
separated separable verb preflxes The PNLIST is separated
from ‘the task list to avoid confusion, and also to provide
flexible schedﬁling’(Via the_comple;ydelay mechanism) when

it is finally executed.
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Complex Delay:

Within the executive used in following SDLIST
pointers (and also for executing the PNLIST) is a mechanism

e T e memTe D A e P S U T T ML, - ~
O aliovw arvcitrary aelaying Dy any eniry. The SDLIS

£I5T
arranged according to the structure as given in the
original description. Words nay be encountered in
different'prder due eithef to'errors in the student

sentence or anomalies in the implementation. In either

case, it is useful to alter the Sequence of execution,

sﬁecifically by allowing a rbutine to delay its execution.

| That routine will be tried again after the next routine has

O

been done; delaying is not limited until there iS'ﬁothing

waiting to be done but routines waiting for each other. As

‘=thé"Scheduling‘changes;_it will sometimes'be nécessary to

scan forward in the sentehce: "RUNWD is itself available at

- the lower ievel executive, with appropriate safeguards for

handling a change of clause or change of element. The
scheduling;mechanism, currently used at less than full
flexibility, al1ows a function to decide at any point |

that a delay is advisable; even changes in the global data

“structure vizr» be automatically reversed when the delay

option is exercised.* I enticipate greater use of the

*. I wish to acknowledge a certain debt to the M.I.T.
Micro-PLANNER system <c.f. ref. 22.3; Winograd> for the
notion of complcte. restoration of the environment when some
condition causes a routine to "fail". My implementation,
however, is much less complex than Micro—PLANNER... :

Lo
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complex delay feature as more complex noug_phrases are
implemented. Already, és I havé.dés;ribed above, it forms
an important pért of the pronoun searcher’s strategy for
handllng ambiguons matches.

| A sllght progrdm irace appears on the Iuil output
tb indicate the operation of the complex delay executive,
The identifier "THDO:%" followed by a function name indicates
the start of executiOn‘of a function which has the right to

delay.

[¥al

B
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PART THREE

Error Analysis

The following sections will discuss the task of
analyzing words and structures once they have veen located
and identified. After an introductory discussion of the
general philosophy of errors which I have followed, I shall
proceed to a detailed description of the analysis of

inflection and word order.




Chapter Six
ERROR ANALYSIS: PHILOSOPHY

The Operatign of the program can be divided into
two areas: a "match" portion (described above) with
responsibility for finding words and consfructing.some of
the framework of the sentence; and the "analysis" portion,
yet to be discussed, which follows the matching_pﬁbéess
with checks on the correctness of the various waés and
other consructions. This checking becomes particélarly‘
interesting when there is an error. My approach fograding
'is.more.general then a simple determination of riéht'or
different errors from one another, and extraction of
information pertaining to the degree of the student’s
competence with the subject. I shall expand on both my
theory . of errof”énalysis and the way ;t is handled by the
program, aftef‘briefly reviewing some relevant wofk by

others.

Survey of Other Research

There is little formal precedent for my kind: of

analytic grading; what discussion exists in the literature

s Mo L s Lot it PP
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Aﬁ experienced teacher can easily grade and analyze
a student’s answer (thoﬁgh he probably will not be able to
explain how he gees ébout doing so). The teacher will also
offer explanations for wrong answers: "that’s feminine";

¥

MShe used dative instead of accusative there.® In speaking

'w1th several experienﬂed German teachers, however, 1 found.
that they interpret student errors almost‘intuitively; that
they had considerable difficulty expressing rules of any
broad validity; I do not mean to preclude the possibility
that more thorough investigation would result in more
definite findings; Tfor this research I have chosen

to concentrate on emulating the grading results, indeed on

expanding then.

o When one refers to the literature on foreign
language teaching, the teachers” lack of rigorous approach
to error becomes less surpr1s1ng. To quote one current
researcher: | |

When one studies the standard works on the
teaching of modern languages it comes as a
surprise to find how cursorily the authors
deal with the question of learners”’ errors
and their correéction. It almost seems as if
they are dismissed as a matter. of no
particular importance, as possible annoying,
distracting, but inevitable by-products of
....the process of learning 2 langua ge about

which the teacher should make as little fuss
as possible.

<ref. 4.7; Corder, 1967>

*  The teacher may well draw_ conclusions, which ne' uses,
perhaps subconsc1ouslj, to guide his~ teaching._
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A chapter heading from one of those standard works:
Foreign language habits are formed most
effectively by giving the right response, not
by malking mistakes.

<ref. 13; Rivers, 1964>

- Rivers go€s on té;quote’Politzer:”“'“

The real skill of the teacher lies not in

correctlng and punlshlng wrong responses but

in creating situations in which the student
is induced to respond correctly.

<ref. 11- 1960>

.(Note: I recognize that particular psychological theories
of'learﬁing have motivated some of'the above comments; in
the current project; I implicitly subscribe to an alternate
view of learning.) | |

Yet there are examples in the literature of a-
genuine concern for errors. The language teachers have
recently bkeen wooéd by Contrastive Analysis, which employs
linguistic methods to identify difficulties arising from
confusion with the student’s native tongue. Independently,
' researchers studying the speech of young‘children relied on
the presence of errors as evidence that the child was

" indeed using rules: L e

Bven children who' have never. studled the
rules of grammar make use of the grammar of
....the languages« This is_seen in.. the mistakes

they make. When a child" says, He goed, he is

forming a nregular® preterite on the pattern:

showed, weighed, served: "goed." His error . : s
. reveals the that he has been applying the

pattern even though he is not able to

describe it.
<ref. 8. 4, Lado, 1964)
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"partlcular grammatlcal systen-of- the "1dlolect" Corder

My work attempts to apply similar reasoning to
errors found by the program in the student’s second
language work. I believe that much "erroneous” behavior
can be explained as more than Just as a simple error, but
as a pistaken conception about the scope of a rﬁle; about
which rule to apply, or even about the exact formulation of
a rule.

Corder, whose introductory remarks I cited above,
has some positive contributions of great interest, stating
that:r"our ingenuity should be eqncentrated on’ techniques
for dealing with errors effer they have occurred.®

<ref. 4.2; 1967>. He has taken the notion of error

'analysis from first language 1earning and applied_it to

second language work as well. He sets forth the view that

‘the speech of someone learning a second language need not

be regarded as improper formulations of that language;‘~
rather, the speech can be considered as a language in its
own right, complete with a grammar. It is a dialect, of

Course, sharing a core with the correct or "targeggh

' language; it is usually quite individual, and also

unstable, as continuing instruction brings it more and mnore

“into accord with the target. (Corder calls the dialiect an

_ "igiolect".) From this point of v1eW, "mlstakes“ are not -so

FRpog s

much to be taken as wrong, but rather as ev1dence of the

UL e s

challenges the. teacher to detect these rules and use the
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information to guide the student to strengthen or modify
his understanding appropriately. <ref.5; 1971>
I share the general aprroach propoundéd by Corder,

though I have nof carried it as far as he suggests. I very.
'““Eéfinitéiy“égréémthat“the*student’s'performénce reflects = ———o -

thé state of his knowledge, and have attemptéd to implement

error diagnostistics on thatké$sumption. (I would note

that Corder does not explain how to go about doing what he

- proposes). That the state of the student’s knowledge may

be cast as a system of grammatical rules is a conception I

am working towards, but have not yet reached.

g An Explicit Error Analysis Technique

I should like to elaborate on the theory which I
have developed for practical error analysis, before

proceeding to a detailed discussion of the actual analysis.

'Rquirements:

Iﬁréquire several interlocking characteristics in
the_grading'report:_‘
1. Rule-specific reporting. The student is taught
specific rules of”grammar; Whenever possible, his
. _ performance should be related to those rules, preferably on
the 1evél'of individual rules, For instance, a report

.giould not read "noun form wrong" but something more like




"'—en; ending, required on this type noun for singular
accusative and dative, is missing." (Bear in mind, this
"report is not necessarily intended for the student, but
primarily for the teacher).
2. Meaningful error followup. (see, particularly,
Corder ). A German grading prograr should be able to
interpret a form " = "der Buch" as a'ristake in gender

(substltutlon of neuter for mascullne), or, "dle Buech" as =z

-~ PO R . Y

T crood try at a plurgl form (whlch r*hculd be "d1e Buecher").
- 3. Credit -for partlal‘correctness-(a corolliary of"
’ the”rulefspecific'requirement). If the student needs to
--useitwo,rules in a given spot and only does one correctly,
e sﬂould.still be givengacknowledgment-for that much. This
| dictum épplies at all levels; it is, of course, part of
~---—the reason for such detailed analysis of the sentence, the
need to separate out errors from correct performance. Even
within a SLngle-word, the notlonJgf partlal correctness
may have meaﬁing énd‘shoﬁio berpursued. Thus iﬁ "Der Buch
ist alt" ("The book ie old"; the German ehould be. "Das Buch
Ve ")‘ would like to credit the"student for=horinéfive»
case in the article (probably), even thoubh the form of the
word "der"‘ls not totclly corr ect ' | |
m,4. Strong and weak correct. The rule—specific view
- of reportlng can be extended to 1nc1ude correct as well as

1ncorrect performance,. Along thls 11ne, 1t may als» berﬁw -

"pedagoglcaily useful to know how much of a dlscrlmlnatlon

OH-,«

S~

Q - o S  _.
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was'involved in the student’s correct answer. Xor
instance,'the article "der! in "Der Mann ist alt" ("The man

is 0ld")“could-be: veporad. directly as a correct .

e e e

appllcatlon of the rules for indicating gender (msscullne,
and case (nominative) in the definite article. In many
1nstances, however, there is such overlap of forms that a
deflnlte diagnosis is not possible. Thus the artlcle

ndas", in "Das Buch ist alt® ("The book is old") indicates
“éender'ooffecflﬁvfnéufeffz”but in indicating case dbes Mot* .
-discrimirate between nomlnatlve and aocusatlve._ I uilll_.
term this lack of dlscrlmlnat1on "weak correct", in that

one cannot satisfy a strong assumption of correctness.

-

‘Descrlptlve Framework:

» In order to address the questlon of error in a
systematlc way, I have set up a desorlptlve framework
describing the maaor steps in the sequence of” rule
applications leading tc the final form of the word. 1 can
then use this framework & guide the rule—sp601f1c |
reportlng. Meanlngful error is then defined as a deviation:

-.,:‘-Whlch can }B 1nterpret€d oE a. fallL Q or m'\ sapllcatlon of

W

a rule somewhere in the framework.
| The 51mp1est example of such a framework shows a

threerstep process.'cue - 1ntent — result._ For example,

"Cue: "- Mann®

Intent mascullne (nomlnatlve)

, | Q (‘ . ‘ | Resulto llderﬂ
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For grammatical jitems this three~step division represents
the beginning of a system which takes into account the
“existence of interesting mental activity between the cue
and “the-final-fera. . In, Apaxi;icular,l .one would like to
eXamine-the ways in which the student;will activate and
.apply various grammatical rules.

Tiiere is no way to see the middle step, the intent,

directly. One can, of course, ask the stﬁdent direct

> cwe i - o P T T PR 7 e e e e m

questlcnslabout the rules he_is using, and perhaps extract
some very useful information. . These*ngstions-involve
interaction -with the student, howevég, and‘thus fepresent
teaching act1v1ty in their own rlght As such, one can:
evaluate the d851rab111ty for the dlrect quegtlonlng, but
it is outside of the realm of the present pIOJeCt, i.e.
»extractlon of 1nformat10n from the resronse alone.

If it were possible-to see” 1ns1de of the student’s

head, ths= gradlné method of choice mlght be.
cue —— intent
,resultft

(I.e., magor analy31s concentratlng on the steps from cue

" to intent, and.from thereﬁto_result.) There would probablj

~also be a check diréétly from‘cue'to result. Ali.that 133'
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available, however, is what is visible, and so the method

nust be:
cue —— result
(intent. inferred)

(I.e., woving directly from cue to result, and inferring
from that what the intent might have been. If the |
1nference is of sufflclent quallty:and dete}}ﬁnthen one can
reconstruct the more desirable cue - intent step as part

" of the anslysis. Human teachers seem to be ablé to do this;
thus proViding?the computer.with a challenge. Someday,'
perhéps, psychclogy‘Willpprovide a good theory of mental
functioning to explain situations like the present one. -
For the present, a black-box approach seems to provide the
best approach. I construct an algorithmic framework which
cen be presented essentially the same input as is given to
the student, and which will produce the same result. TFrom
its performance, I then make inferences abcut the student s
command of the subject. To avoid any -misunderstandirg,
the analys1s is not done “by synthes1s"- the program does

not lendly try to generate a.form similar to that used’ by

et ‘

"-«,-'»- i

the student and then use its own actions for a diagnostic™

report Rather it attemy.ts at each stage to figure out

what the student has dnne,. u51ng its information on what is
‘;expected, what the flnal result was, and what kinds of

error p0531b111tles exist. o S NN




At times the program will be unable to make a firnm
diagnosis of what the studert intended. The source of the

Qlagnostlc d*fflculty may - .an.prenticipated confusion on

the part of the student, which the program could not

' interpret'(other than of course detecting that the forr was
erronecus). Or, in many instances, a basic awbicuity. in
German gramgar will form an impediment to full |

1nterpretat;on, "weak correct" is a manlfestatlon of this

- . - PR - -

1attpr problem. In elther case, the grader program appears

tQ~be~in'an~advantageous~position~for~n0t only‘reportingMOH

its findings, but actuzally pointing to ways in which the

curriculum might be altered to elicit a response tuat would

shed light on the particular confusion.

.- The following sections will describeﬁthe specific

applications of the general theory of error analysis ‘to the

‘speCific problems of inflection and word order.
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-Mewm»w~wINFLECTIONAL ANALYSIS

Inflection: "The change of form that words undergo
to mark such distinctions as those of case, gender, number,

tense,  person, mood, or voice." <ref. 20; Webster>
- German is a highly inflected language; accordingly,

o .

T e e e - n

the word—match routlnes have been spec1f1célly de51gned not

- to be sidetracked by-inflectlonal errors. - In this section,

I discuss the analytic portion of the program which is

respon51b1e for checking inflection.

Terminology

;Ih this discussion, the term "grammatical category“
shall deﬁote one of the set of distinctions: case, gender,
number, ﬁense, or person. An inflectional change shall be
saiditb %“indicate" thé’reiévant'category. (These two are
standard terms. ) Furthefmore, I use the term "value" for

the particulay choice within a category A noun, for

fglnstance, 1nflecth to 1ndlcate the grammatlcal categpry of

number (or more briefly, to "show number") At a  x

partlcular instant, the- approprlate value in that categpry

- mlght be "51ngular“ - I



In generai, a par%iédié;;ihfiectional_form will
hé#e tb reflect more than one grammatical category. I use
the term "“slot" to»denote a specific set of categories and
their values, with thch is associated a particular |
- inflectional fbrﬁ. (A form may be associated with more
than one slot.) For example, articles must show case,
number and génder; a slot will be a set of one value for
each category, such as: norinative, singular, masculine.

.o = «- The -following- abbreviations are -used. +hrou5nou+
thlS report as well as tw the program itself:
case: . nom — nomlnatlve
acc — accusative

- dat — dative
gen — genitive (not 1mplement9d)

nunber: s — S1ngular
p — plural N
gender: m — masculine .-
' n — neuter -
f -« feminine -

In any category, "% .oy occur to indicate an absence of
discrimination: "*¥ will match any value.

The slot associated with a particular inflectional
form may also.be called its "characteristic".

‘On occasion, .I may regard the indication of a
categofy'as a "constraint" on the word in question, and.

. speak of satisfying the constraint.

Pt
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Framework for Inflectional Analysis

The previous discussion on error philosophy and
rule framework applies most strongly to inflection.

Accordingly, I have a framework{setting forth four major

_Steps . e

,'l-fu

1. What grammatical'categeries must be indicated?

2. For each category, where 1° 1ts value determ1ned9

3. For each category, what is that value°

a5
e
et

4. What is the proper orthographic form to
shew 211 the values? |

(Note that "intent" now comprises steps 1, 2 and 33
the "result" cones from step 4. )
An example may be useful. (for simplicity, I will
omit the category Number.) Corsider theudefinite articie;
"den", in "Ich sche den Wagen" ("I see the car").

1. Must show: case, gender

2., (overnors: case: clause syntax, verb
: gender: from noun "Wagen"

%. Values: case: accusative
. gender: masculine

4, Form: "den"

Step 1 is so basic it is easily forgotten. The
computer, of course, needs explicit instruction on wha+ is

;requlred, Generally the student w111 also have been told

------

xR
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in the material as presented by the course. If he forgets
the inflection comrleteiy, the error is comparatively easy
to spot: an attributive adjective will appear without an
ending, Or a2 verb ih the infinitive form. JFere difficult

is the situation in which one grammatical category was
forgotten, as word: which indicate more thin one categoryL“‘
usuallydo so with a single form, as in the above example
"den". (The alterrative is iliustrated by the English

~ pattcrn: man - men - man’s — men’s which shows nlural and

'“pbéSessive iﬁﬁéﬁehﬁéﬁfiy:) Certain possiﬁie“éfrors maJ o

suggest a step 1 failure. The definite article, for.

" example, is cften introduced as‘showiﬁg only gender, not
case, using its nbminative form.* Thus the_student'who
forgets to indicate case might well just reproduce this
‘nominative form; occurring where the correct case is d%five
or genitive, this might point to the step 1 error. -

Step 2 constitutes the formal statémént’of the
~M"agreement" reguirements (which clearlj'can also be phrased
as a reguirement that voth-words indicaté‘thehSamé‘values

for tﬂe‘rélevant category.) Viewed from a slightly

differént angle, this states the~need ibr internal
 consistehcy. The verb, for instance, muSt ag.ee with the
- subject of the sentence as written; if that subject is not

the expected one, the verb .still should shewlthefinternaj.'

';’3 .

* compare the following statement from the Reierence Grammar-
. "The plural article. for all three. Lendprs is. dle o
- <ref. 9.2; .section C101> :

C e . L - . -, ?“3 .



1anguage 1tself in whlch the student éan be expected to
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agreement. Similariy, if a preposition has been changed

from the expected one,_the student must apply the case

P

,requirements for . the prepbsition he has actually used. Of

course, he should be credlted for fnllowlng these precepts.

When a subs fltutron by the student results in a

change from the exps ected value oi the word governing =2

particular inflection, the grader must be sensitive to both
the expected word and the one actually used. Agreement in

form with the expeoted word is a kind of step 2 error: the

“inflection rule requires agreement with thé actudl word.

Possibly, however, the substitution is only in the form of

the soverning word, not its intent (i.e., a step 4 error on

that wword);--4. - studert -right -ther-be using-his -imtended " "7

volue as the source for the current 1nf1ectionl Such

. |
guessing can become very tricky, but the'expected value

_ represents one good hypotheSJS about what mlght\be

intended and is well worth checking. Another pos51b111ty,

" producing much the same result. is that the student learned

‘the 1nf1ectlonal pattern by roue, but has forgotten a

niddle step, the form of the word which actually governs -~
part of the pattern. Xor example, he may recall that "to

count on" — "rechnen mit" — requires a dative object, and

‘uSe'dative-eyen if he forgets which7preposition to use and

substitutes one which itselfﬂrequires'acousative. ~

There are not too many 1nstanoes w1th1n the

:J'." P e e
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make a wrong choice of governor. Several distinct

possibilities which do exist are worth noting briefly.
——The%gender“ofWaﬁcompound“noun is determined_by . e
the last component noun;

Lo

»~The verb in the form "Das sind xxx" ("That is xxx")
agrees in number with the complement, not the
norsally-singular subject "das";

—For certain neuter nouns which have "natural gender",
such as "das Meedchen", pronouns will agree either
with the grammatical gender or the natural gender,
depending on the pny51cal distance between noun
and pronoun.

In all of these cases, the program can certainly be made

sensitive to the possitility of step 2 errors.

,A“Havingfreached”étéﬁME;“fhér5£daéﬁijﬁét may‘not
knowwhich v:ilue ié appropriate, particularly when that
happens to be & - m gender. I find the distinction
between steps 2 and 3 intriguing due to the prospect of
giving,the student credit for an inflection even if he errs
at the point of determining the value for a particular' |
grammetiéal category. Notice: that an error in noun gender
is really a problem with the noun, even though it happens
tb”spow,only in the formation of the article,_

| At steps 3 and 4, the student musﬁ¢C0mmand a fairly
- large amount of infofmatioh tonperfbrm correctly. In some
-‘insfances, the infofmation}conStitutgs a closed‘set; albeit

& moderately large bne\"(e.g., adjective ehdings, irregular:

verbs). In others, the complexity of each inflection may be

less, but the size of-the set is uniimited_'_(e.g.,rnouns,
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“génder and formation of plural). Lots of things to remember
means, generally, lots of possible érrors._ I have

‘accordingly devoted quite @ bit of effort to hendling step

3 and 4 errors. At the same time, I must add that much of
the information the student needs is merely factual,.
learned by rote, which makes for rather uninteresting ‘
errors. (I'd much prefer to chase an improperly learned
rule.) Even uninteresting errcrs need to be caught.
The detailed amalysis of errors at steps 5 and 4
- --has - two-ddvidends beyond the basic necessity.of .error
detection. Both lie in the direction of sharpening the
“-w» o« o precision: with which the pfcgram can diagnose ju§t what the

student knows.

A) Proper object of error:

A real step 3 error belongs w1th the word which is
the source of the constraint as much as with the word
showing the imprecper inflection (urless, of course, they are
one and the same word). Usually, the source word will not -

itself inflect to indicate the category in question..

oo

| Thus a student who thinks that "iagen® ("car')..is

.

!11;

. feminine will say "die Wagen" 1nstead of "der Wagen" in the &

| nomlnatlve singular. As the error comes from the noun, it
will also affect other constuctions 11ke the indefinite
article and adjéctivé,ehdings as in‘"eine rote Wagen" ("a
red nar"), or, pronoun gender ays in "Hler ist eine Wagen. -

-~ ERIC Sie ist huebsch" ("Here is a car. It is Dretty")

Iy
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On the other hand, the student’s fern “die Wagen"
might be due to a step 4 error; i.e., not knowing the

correct form of the article. Then the error indeed lies

with the article, not the noun.

In an instructional system that tries to respond to
the 1nd1v1dua1 characteristics of cach student, correct
placement of credit for errors carries major pedagogical

implications.

B) Disentangiement fo find out what isgéorrécflw““~

As noted above, the Gerran.inflectional system
usually comblnes all the constraints into a 51nble form at
step 4. Th@re is ho quality of the nominative masculine
ending whiqﬁ:e;presses the nominatiVéwas distinct from
masculine in a way that“miéht te expected to carry
through to. Say, a nominative feminine form. A nistake
in indicating one grammatical category will in general
produce a form in‘which the correct performance in other

categories is not immediately obvious, and it is only

~ through systematic analysis of théTPDSSible steps in the -
production of the form that the 5rad°r can PrOPLrly assjgn"““

:'credlt.
For 1nstance, the deflnlte artlcle.
<dat p m> — “iiden® o
. Lacc p n> — "die

dat s m> — "dem"

.
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A “"dem" where dative plural is expected will be diagnosed

as proper case, wrong number; "die" in the same slot, as

~Tcorrect number

but wrong case. But these diagnoses core

not from the orthographic form itself, but from conclusions

.gained by following back to a point at which the verious

gramnatical categories can be separated. In this
circumstance, establishing mearingful interpretations cf
errors serves = more important functior than merely

indicating how the student failed in one category; it

allovs recognltlon of 'a sinmultaneous: correct pcr;ormance in-- -

another categorye.

Unfortunately, things are not. quite so simple.
There is no a priori way of determining exactly what the
student had in. mlnd (see above, Chapter 6). In particuiar,
any given error might be due to step 4 (wrong form) just
as easily as step 3 (wrong value) or even lower. Each
interaction with the student provides a little window into

the state of his mind. Someday a p.ogram might existy

_ which would record all performance and thus be able to say,

yes. Bill thinks that nyagen® is feminine, so expect step 5
errors and forms like "Hier ist die Wagen® ("Here is the

car”; correct German would be: ".s.der Wagen“) Some cf

this student history mlght come from granmar drills, whose

direct questlons prov1de small but clear w1ndows. The

’brader s analytlc capablllules mnght weLl be put to use
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 even before presenting~an eXercise~ to determine whether it o
would be likely to prov1de the deslred nfOrmatlon or just . .ﬁz
.. .lead to a dlagnosltlc amb1gu1ty= o\ ’ ‘

»

}

There are quite a few pos51b111t1es relatlng to ‘ _
errors. whlch can be covered already), i.e., without recourse C . \
>\\\ . to the 1nd1v1dpal student performance hfstory. Sone are
AN fron generel errors as observed from traditional teeching,
‘others from logical.analysis of the grammar and the
, rule—appllcatlon framework. A [incorrect] form will either}
be a Germandlnflectlonal pattern or- it will not. In the J
- latter, probably less common case, - there is by def1n1t10n
- a step 4 error: the formplsunot correct. Unfortunately,
until'tne‘progran has history informationvavallablea o "~ é
nothing more can, be extracted from-an unrecognized_form; it .

is Just wrong S o )_\ - | ﬁ

| ‘If the 1nf1ectlonal form is recognlzed, perhaps a e
“nsfmple explanatlon can be found to explain an/error Much ‘ b
more detail on' this procedure follows below.<’General - =
pr1nc1ples 1nclude the following: - R I //\ ;{v E
: ‘a)- If the meanlngful explanatlon pootulates an ‘ " - f ‘?
1ntenf too far away from the expected values, I would -

1nc11ne away from a step 3 explanatlon, probaply towards

PRI

- .- step 4 except for the spec1al 01rcumstances d1scussed

[rm—"1

' above. <T° d not expect, for. 1nstance, a genltlve form where:'

-

nomlnatlve belongs. yf‘ . o o .

[

etk
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.b) If the governor of the 1nflect10n caane o
kT
1dent1f1ed as likely to cau e error, a blas can be .

/\

- introduced in favor of* that (step %) explanation.
'Engllsh—speaklng students, for’ 1nstance, tend to bé quite
prone to forget noun genders. : R
c) IT other words lnvolved in an. 1nflectlonal group
-are themselves 1nflected the extra 1nformatlon can be used f
to throw llght on what the student had in mind. This -

situation rap1d1y°becomes-qu1te complex.. see discussion

'<~below:*

There exists one very tad compllcatlon~' the

1ncomp1eteness of" the 1nflect10nal system. (Incomplete :

. in a mathematlcal sense. ) Some forms serve for more than

one value, which results 1n a weak indication of the

\\category in questlon. (e g., only mascullne artlcles

' dlstlngulsh between nomlnatlve and accusatlve case. ) Also_'
some orthographlc forms appear 1n several, apparentlyﬂ

' unrelated slots.' {("Der", .for 1nstance, serves both <nom s
'm>nand <dat s f>.) The result is an inherent amblgultv 1nA.
‘the'proceSS'of'revers1ng the formatlon ryles (step 4). I
have worked out varlous ways of coplng with the :
amblgultles, ways whlch are valuable as 1llustratlons even
though 1ack1ng the specgflc student data whlch wlll clearly
be needed to achleve the full potentlal of the grader

system.



%, Deteriining What the Student.Intended
\ | ' Ihree Methods =~ .
o » :\{g; . - ;"_ .

I have explored a number of approaches to the
problem of arr1v1ng at a reasonable guess as to the
student ‘s 1ntent. ~Two methods have been 1mplemented° a

1
thlrd proposal may be even better. Brlefly, the first

-.'1nvolves bu11t~1n tables g1v1ng 1ntent hypotheses for. all

comblnatlons of rerpon ses and expected qharacterlstlcs, thef

}second method is compuratlonal choosing among alternative

. explanat1ons on the basis of their "distance®. from the

L]

;'expectatlon. The.third is also Cbﬁputationél working with

O

. -

condltlonal probabllltles related to the student s .

performance. .‘f ' . Y

T -

1. Tabular Method'

The flrst approach”,the tabular, is currently

implemented for artlcle—noun 1nflect10n analys1s, it is

responsible for the comments 1n the sample runs. "This

;approach employs a direct table lookup to produce an

‘estimate of what the student 1ntended. The two 1nput

1parameters for the table are the expected slot and the

observed fOrm.” For - each comblnatlon, the table gives one

or more slots, poss1b111tes that the student mlght have

<

_1ntended._ With each slot is. assoclated an 1nd1cat10n of

the level of confldence I place in the partlcular
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¢ prédictioh. For example, con51der the artlcle endlng

“4er" which is .correct for two casehgpnder slots, <nom s
- o
m> and <dat s £>. If this endlng ocecurs 1in a 51tuat10n in _

which the expected case ,1s accusatlve, the student may have

one of three slots in mind: <nom s m>, <dat s >, or

perhaps even <acc s n>. Although the latter ‘s never

correct for "—er", it would® be con51stent vith the pattern

of neuter and femlrlne endlngs.‘

.. ' For a masculine 31nguler noun, the table entrles

are as f%llows‘
'<hohrs'm>.ea"ﬁedinc"ﬂ

. <acc s m> — ®high"
.<dat s > - "low"-

. - . .
where "medlum" etc.,. are the level of COnfldence
1nd1cators for each slot, glven on a rough seale.

If the correct noun ender is feminine, stlll v
'»expectlng accusatlve, the entrles are dlfferent~‘ —

. <nom s m> - "none“’i o

<acc s m> — "med" - - -
<dat s f) - "high" ‘ o F

(S For mascullne (expected), then, the best guess ie

that the student 1ntended <acc s m> w1th "hlbh" confldence ‘l‘

in the guess. Interpretlng accordlng to the Fenex:}al g

four—step scheme for 1nflect10n, thls represents correct
7’ . S
) : 1ntent but 1ncorrect form (step 4 error) For a: femlnlne .

" noun, a ﬁhlgh" confldence guess ‘of <dat s f> means an erroa

in 1ntent (step 3, comblned Wlth a correct form.'-. ".,5$

Q. explanatlon, comprlses appendix

A complcte presenfﬁthnhéf the table, w1th furthert
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Evaluatlon of method 1. As ourrently -implemented,

the tabular methﬁd has both good and bad qualltles. I
:de51red a demonstratlon_of how 1ntent—guess1ng,could aid
\the gradlng operatlon.v The table has Eeen successful in
1 o prov1d1ng plauslble guesses to 1llustrate ‘both parts of the
| 'oOnoeptg_lmmedlate dlagn051s and the further analys1s ‘
poss1ble once the data is avallable; , \¢
The table has a very ad hoc quallty, gramatical |
.'TfaCtS aslde, all the plau51b1e alternatlves and |
o partlcularly the levels of conf1dence are my own creatlon.
Actual values are necessary “for the demonstration, -
presumably the varlous entries can- be ad3usted as.
| exper1ence is ga1ned abdut_bhat students actually do
‘ . The tabular agproach has the advantage of
.prov1d1ng very spe01f1c control of - the various _f,';
.alternatlves.\ Slnoe each.entry is glven dlreotly and _ ‘
1nd1v1dually, there 1s no need to. Juggle numbers in order
to have two 1nteract1ng slots?both cone out correctly..
‘(See, partlcularly, the follow1ng method.) Thls
spe01flclty is at the same tlme a most severe d1sadvantage.;
“The tzble’ does not oontaln any dlrect relatlon to general _

"anstructlonal parameters mUCh as "student tends to use

rfemlnlne 1nsvead of mascullne“° thus there is no obv1ous
N

[way for properly 1ncorporat1ng feedback Furthermore, the ,. :

.,table 1s nonoomputatlonal leav1ng no dlrect way of
1

:expandlng it to cover other varlables, suoh as word type, f‘

‘”AR&C or to handle.lnteraotlon w1th other in: ~otc£_4ords._;

. -

R
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To meet some of these obaect:ons, tnedtable was
‘xde51gned to prov1de~more than one p0551b11ty (1ntent—guess) |
per entry, with varying probablllty/confldence levels. In .
xorder to reflect the’ 1nf1uence of other criteria, the ~ ;ﬁ; |
confldence levels could be systematlcally altered The
table 1tse1f speclfles some case—gender entrles merely but
reﬁerrlng the other entrles with d1rect10ns to. d1m1n1sh the
confldence levels. No outs1de use .has yet ‘occurred; 1t is
.. the nature of the table to want to sp901fy everythlng |
. 1nd1V1dually y rather than by broad ¢lasses. S .
| Another shortcomlng of-the table stens again from
1ts very spec1f301ty 1nformat10n beyond that exp11c1tly B
<present versuc Just not accessable. The lack 1s partlcularly i
S in By dellberatlons when settlng up” the table. The data in ‘
| the table does not sufflce for a determlnatlon of whether a
- form is. indeed correCt, thatI\/formatlon would have to be
fadded, albeit at mlnlmal cost Some distinction between
. strong and weak correct has been 1ncorporated in the format
‘of the guess spe01flcatlons. If -a form covers two values of
a’ category, both are included in the slot spe01f1cat10n, as -
"1n <(nom acc) s > for ndie".  But that 1nformatlon st111
applles only to the 1ntent-guess, not to what actually is
correct in German grammar, The latter could also be added,

s r. Lor even obtalned computatlonally, once the correctness A

_")j- ‘ al |
’ information is added. - _'$‘ o w\‘
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Iet another frustratlon occurs when the: diagn051s

¥

Ais elther amblguous or confuseﬁ The gradlng program ought -

to be able to look at &hat has confused 1t, and communlcate.

that 1nformat10n to gulde‘the teacher in produ01ng a

modification of the exerC1se ‘which wlll elict a more

1nformaf1ve response. Agaln, the most COnvenlent course 13,'

to expand the table to 1nc1ude the necessary 1nformat10n

.g | expllcltly. Phllosophlcally, I dlsagree with the general
approach of adding everythlng d1rectly to the table. If a-
‘systematic procedure is 1nYolved, ‘better that the program
"should ‘be expanded;to incldde’tnenpertinent_algorrthm.

s ’ . : i . ) . ). \

B

ulstan.__CQmmta_uon_Mo_wm‘

The second method, the computatlon of a dlstance
metric,.ls currently employed during the pronoun search. It
‘was also used'at,onertime for article—noun inflection and"

- a modified fozm is stlll operatlonal for verb ending
. checks. 'Thls technique . involves. g2 snerating a metrlc in the

20

._; space of grammatlcal alternatlves, S0 that a "closest".
’:‘\\a;:ernatlve can be chosen.. When applled to a 51ngle
| v 1ab1e, thlS technlque is very strnlgntforward, exact .
: matches are closer than mismatches. Thus,, to contlnue the

above examples‘u51ng artlcle 1nf1ect10n, the student mlght,f

prov1de “das" when expected to produce a nomlnatlve neuter-'

o form. Thls form 1s correct for-both- nomlnatlve and
accusatlx\& the former, belng correct, is closer and thus
ChOSen - "Qr o '

’ .

.'\).

(RS

* .
i 4

Lgwey |
)

i,
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‘A finer rankiné iséoften'feasihle, éﬁen\withgonly
one. variable. For 1nstance,«the student may use the same,

i
“das" when dative case was’ requlred.. Now ‘neither case

matches exactly, but datlvevls "closer& to accusatlve +than
it is to nomlnatlve (both being obgect cases), and so 2
declslon (;guess) could -be made for the ‘accusative.

Thls method leads to a sharp’ dlchotomy, whlch was
evident in the last example.’ The chorce of the closest of
the charagteristics associated wih the actual response
(accusative; above) provides a guess'of what.the stuoent'
1ntended assuning that no step 4 error exlsts (1 €., that

) the orthouraphlc form adequately reflects the 1ntent) The
characteristics assob1ated with the eXpectatlon represent ar
v1able alternate guess, under the assumptlon that there 1s

‘an error 1n the: form 1tself a The program is in a somewhat
‘\embarras51ng s1tuat10n, with nO'way to make the ch01oe and
moreover, no way to flnd a middle ground At one stage of
experi mentatlon, I slmply hadhthe program carrj along both
values for further process1ng.~ u
-

‘\ . When two (or more) varlables are 1nvolved, the

. i

distance metric becomes more complex and also more
interecting. In slmple examples, the number of changes
plays & pr1n01pal role. the :dis tance is dlrectly
proportlonal to the number of tﬁ;hables (or categorles)

1nvolved whose values dlffer in- the two terms belng
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1 . . _ .
compared Thus, with an expéctation of <dat n> and an
‘actual form nder" ~ <nom m> & <dat >, the’ analysis is:
<dat n> to <nom. m>° : éhanges, case and gender

1 change, gender ' o

<dat.n> to <{dat 1>
‘and thus the second is closer. _The plot thickens if
- there is more than one p0551b111ty w1th the same number of
changes. Chanbe the emample to an expected value of <dat n>;

<dat m> to <nom m> : 1 change case -

(dat m> to <dat > 1 change, gender _
Here a system of-relatlve weights is needed to complete thc
~ch01ce; Case 1s probably rore slgrlflcant than gender, so
it can be given more weight (i. e.; a greater dlStanCG is
1nvolved if case must be changed)rl Then the guessed 1ntent
in the last example_will be <dat‘f>,~chosen because,it is
closer Ehan <nom m>. : - i R ,y_'

| Tﬁis‘method is quite'appealiﬁg; It is simple,

yet'eas;l&‘extensible‘to handie additioﬁal‘grammatical
- categories; it_is-computational;and.it nekes use of generai
.obserﬁations of grammaiical performance.- Not surpr1s1ngly,
this is the technlque mentioned 1n~the llterature ip the few
1nstances where error 1nterpretatlon has been cons1dered._(

Halllday has thls to say.

» It-is import to note that a- glven error

can be often’ e described in two or three o
~ways, to each of.which corresponds a - A

~different step that.could ‘e taken to correct
it. JFor example, .“he asEbd a new, book’ could
be corrected elther to “he. asked for a new

§ ‘ . . . ] -

o
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" weights: would be such as to place these alternatives at a-

7

-.—,j05 -

- book .or “he re\uested a new book ; these
will 1ead to two different analyses of" the
error, in this case as it happens at
different levels: the one grammatical, the. o .- T

>, » other lexical. Both analyses are. valid. - . )
<o~ Descriptively, the analysis yhich
yields a simpler correction w1ll be
preferred. . “Asked for” and/ requested are
each minimal corrections; in the sense that

.each réquires only one step; but “‘requested’

involves a change of register and. mlght

therefore be inappropriate. :
v &<ref. ©; 1964>

~ Evaluation of method 2: ‘Neither-Halliday nor
anyone else gives any more spec1flc guidelines on the ,

welgntlng of dlfferent errors. In trylng to set up.a

o worklng version of the scheme, I encountered some severe

'shortcomlngp I have already mentloned the lack of a.

'mlddle ground, & compromise between the two . extremes of

, expected and actual values. By as5001at1ng initial welghts

W1th each actual ending/value palr, it should be pos51ble
to. introduce plau51ble error alternatlves 1nto the ba51c -

data set, Just as 1n the tabular method, the 1n}t1al,-

. \
dlsadvantage except under certaln error Coéblnatlonsv
In the end, the sheer we;é&ﬁrof all the dlfferent
d

;arameters 1nv01ved Wlth nouns: and axticles cavsed the

'procedure to become unmanageable. As the humber'Of

\

o varlablesrlncreasesb so does- the ngeess1ty of retalnlng

'unattractlve terms at 1ntermed1ate steps 1n the computatlon'

on the chance that’ they could later become 51gn1£10ant.

3
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I found the algorlthm requlred an exce551ve amount of

uthrashlng to accompllsh even-mlnlmal goals. Elther there
‘would - be/too many final p0551b111tles or one that I was
1nterested 1n was below the cut-off pq1nt._ of course, this
behav1or could be due to bad tuning, but then tunlng 1tsel§»
represents a magor problem.» The partlcular way in which
endding patferns 1nterlock is such ‘that much of -the -
supvosedly general analysls is really orlerted towards _
sp601el‘cases. (For 1nstance "der".ls the only form “5‘
appearing in two fully separate entries, ¢nom m> and
~<dat ). The relative weights used for the dis%ance
'dalculatlons, whnch were 1n1tlally ad “hoc values, had to
| be Juggled tlme and agaln to get the spe01al cases to
turn out as de31red. W1th edch adgustment the parameters.
‘} moved further from the‘world of the student. -
Ergnggng_ For “pronoun checklng, a more restrlcted L
domaln has led to e moderatelv successful 1mplementat10nw -
of this: second method. The dlstance metrlc plays axv1tal*
role in the actual match/ldentlflcatlon step,. enablln& the
"search logic to chose whlch of several candidates is closer
to its, target. (For a fuller, dlSCUSSlon of the search
‘strategy, see Chapter 5.) . | ‘
Pronouns 1rﬂlcate flve grammatlcal categorles.
person, .case,. number, gender, and type (the 1atter s values

1nclud1ng personal, femlllar-personal “and demonstratlve)
F

i



The algorlthm aSSlgnS a metrlc value from 1 to 4 to a match
é?etween twu slots. Comparlson is cone 1eft to right in the

order-given‘above, dlSCOHtlHUl s.whenﬂa‘mlsmagch occurs. .

Sp601f10 value a551gnments are: o :',“1

1 = when- nothlng Fatches (mismateh on person), -
2- — when only person matches (mlsmatch on, case), ;
- 3 — when person and case are. okay, but number, gender, ’

or type do not maich; 3 is also assigned if. the L

. e, mismatch lnvolves an 1nterchange of accusative '
vano.ﬁatlve, :

4 - "when all five categories match correbtly.'> . .

- Under. some c1rcumstances, a second metrlc is needed

to try to resolve a- dlstance amblngty, i. €., when two
‘~comparlsons yleld thevsame value by the prev1ous algorltnm.
“The second metrlc is arrlved at bv checklng all five

rcategorleo and‘countlng the number of mlqmatches Mlthout

u51ng any welghtlng functlon.-

» ) . . - E
- B

e < -

Verb s For checklng verb 1nflect10ns, the 51mple “

o

comparision scheme has been qunfe satlsfactory. B331ca1¢y
a yes—no ;echnlque, it checks’ two slots for 1ntersect1ng
* “specifications and returns either nil or the,intersection

valuef A fuller discussion of its use will be found a Dit

+ later omn. e
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3., Probablllty Lomputatlon Method.

L The thlrd method, u31ng probebllltlos, represents
an attempt to 1noorporate the better points of the two’
' previous methods. It has ber in fair detall,
" but hassnotiyet been prbgram« se following dlscu531on
Unfortunately does not have tae/force of exper1ence other
B than a llttle hand 51mu1at10n1h The technlque is- grounded
~in the 51mple three-step. theprj “of” how ‘the student goes
about generatlng an. 1nflecthonal fbrm. he recelves a cue*
(expected value), derlves an 1ntended value, and from that
produces the actual form. W1th each step, I 355001ate a
probablllty measure. for a spe01flc cue, the probab111ty
~of a spec1f1c 1ntent, glven a. spec1flc 1ntent the
N probablllty that a certaln endlng w1ll result. everal )

useful predlctlons result from 31mp1e COmblnatlonS of

these two basic probabllltles.

Let- . _
— P(1ntent[1]) “be the probablllty that the student 1ntends
4_;ﬁa case—number—gender slot I5- ‘ o,
R P(form[g]}l 1ntent[1]) that he produces form[Jj glven
. that he i tends slot I.~ o h',f s

o. . ; R | “ ‘

: : The product of the two glves. ' o *.,‘ : 1“
X‘ 4 .

P(form[J] & 1ntent[1]), probablllty that he w1ll
produce the rlght form fo; the right reason (1ntent)

”1{1j' P(form[g] & 1ntent[1]) P(form[g]llntent[lj) * P\Jntent[lj)t

. . BT ‘325 o4



The probability of prdamcing a form regardless of intent‘is

_the sum-of all the apprlcable termS‘ e _
| P(form[gj) sum(all i) {P(form[lelntent[lj) * P(lntent[lj)?
| ’; Note that the expected case does not follow any
?probablllty dlstrlbutlon,v, and so the P(1ntent[1]) is not
-strlctly a COnd]tlonal probablrrty even though referred to
~ a given expectatlon.' leferent values w1ll be needed,
- though, for each’ expected slot. Addltlonal comments on‘V-
.thls po&nt will be found in appendix C. along with & -~
r'complete llstlng of suggested ﬁ;g%ablllﬁles. .-Tif‘ l.

T In thls termlnology, an 1ntent—guess corresponds to

; an 1ntent[1] glven both an expeotatlon and an-observed

-_'form[g].4 The probablllty expre551on is-
A P(lntent[J] ] form[lj) Tt can ‘be calcylated (w1th the
avaliable 1nformat10n) u51ng Bayes Law- '

) -

P(form[g] l 1ntent[1]) * P(lntent[lj)

' sum' (aJ;L k); {P(.form[j] 1 1ntent[kj) * P(lntent[k]}

.‘;:

~ The' program need only make the computatlon for all relevant

‘af/ntent[lj slots,;and ohose the one w1th the hlghest o ‘.;ﬂﬁ—
Aprobablllty. As. a glven form[g] w1ll not have any -
a'31gnflcant probablllty of occvrrence in any but 2. few

‘slots, the calculatlons need not be exce351vely long.

/ - . _ . v »
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S . Some examples -may be helpful.
P(intent): . ',.' "

4

£

: qlt'the de,lred case 14 nomlnatlve, one would hope
that the stﬁdenq would 1ntend-3ust that but there is also
'some chance that he w111 chose another case. Assigning‘"
speC1flc prObabllltIQS ’ his 51tuat10n P(1ntent), glves:

fthe follow1ng table. Ta - ¢ in formlng a. concrete_'

demonstratlon, I have also asszgned ad hnc,'numerlcal

Expe‘tﬂ _ nomlnatlve .
. , ',tIntentée'\ nomlnatlve, Ppnomnom .=7;92'
: ~ . R N accusative, .Placcnom) = .05
. .,.,’_.MT--»W..' - e " ._m__.;__;__;_,..__«._..m,dat €y _ﬂ_w__:E ,datnoln = 03_”,_“‘__“__4 __‘jv_‘ﬂ,___fw,_

PR . . .- -
. Lo . T \) ]
p .
A

P(form[a] l 1ntent[1])
leen an 1ntent, what is the probablllty that theA‘

zstudent wlll produce a glven endlng? (Thls is a true

’L COndltlonal probablllty.) Agaln 335001at1ng spec1f1c

-
p——
————

fvalues for clarlty, here is a. partlal table for. ..-° {-_5
'..P(formfg] 1ntent[1])°-‘ ”

B Y

‘,Intent:_inominativexmaseuline -
Formss "—en""p en|nom-m)' = .85 - '
- - teenm", Plem|{nom-m) = .05 e
—er" P erlnom—m = .10
S L . S . , ,
. .. Note that enticipated'errors,mgSt'Be included

_explicitly in the forms table. .

R 2N
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P(form[g]) . : T T _ |
o _,".f_ By comblnlng the two alove probabllltles, it rs‘ . e

p0551b1e to predlct whether the student will come/pp
with a partlcular endlng for a,partlcular reason.

P(form[j] & intent[i]) = P(form[jj | intent[i])_#ZP(intent[i])

¢

a The pro

'*t+t san be expressed forvany~situatioh;
Thus, tor instance, if the expectatlon were. accusatlve
f mascullne, the correct endlng would be "-en"- the chance {

that the studept would in fact give that endlng 1s malnly-

P(én & acc—m) = P(enlacc—m) * P(acc) A .
o ‘ S T = .85 .90 S - S ) o )
L -__.“_._ WT‘—“A—,M“ e ,.,,n...m__._},}_:,m - . e T gy 765 — - — . .

The student S 1ntent 15 not v1slb1e in hlS flnal
..'performance, of course, SO~ the probablllty of actual&y
.produ01ng the correct form w111 1nclude terms accountlng
rdfor other ways 1t can be produced ralslng the probablllty
b‘l flgure somewhat.,d; clﬁ } ~:j:: %%g -

P(1ntent[1] | form[a])

| - The analytlc problem, whlch is my maln 1nterest ‘; Tx«_f
:ﬁere; 1s Just the. reverse of generatlon. The expectatlon )
remalns and, 1n addltlon, the student has actually done‘
vsomethlng.” The ‘task is- to arrlve at’ an estlmatlon of llkely';

.intent.‘ The Bayes Law formula above permlts a calculatlon

b . ‘ &

f exactly what is needed. L y;l :f; L d'ft”
, ERIC .~ -~~~ 7 . } R L,
e ‘ " ' . K v : ' R : L . ' .



Consiter "—er" used with an expectation of <acc m>.

The condition:.i prébabilities for “—er" in-the'masculine_

are: . - C _ B . S .
_ ¥ erlnom—m = .95 - h
rlacc—-m) = 10 e
- J(erldat—m .= 05 . . - S -

" and the dlrect probablllties for each of the cases ‘involved,

w1th_<acc>,1ntent, are: T R \
> - P(pémacc) = .C4 | |
4 "Placcacc) - .90
A datacc =-,06 -
‘ R T . E e T
The - calculatlon of in ent is stralghtforward jFifst,the B g
numerator poxtlon of the formula is: 3f : :';a"g'

N P(;gtent[lj form[Jj) P(form[g] 1ntent[1%§4* P(lntentrlj) L
Nnom—mler =P erlnom—-m * P(nomace) = .95 * ] .0380 :
Piacc—mler s’P erlacc~m) * P(accdcec) = .10 * .90 = .0900 :
P(dat-mfer) = Pler{dat-m) * Plaatacc).= .05 * .06.= .0030 ", i -

- | . - 'suni = N;l.aio A

',’71- s 'rf. ol v . .

o e
Fie

-The denomlnator of the Baye‘«Law formula 1s a normallzlng

I_F*r!
,,factor, the sum, of all the numerator terms. Carrylng

(-3

‘~out the normallza ion (d1v1deceach by O 13ﬂ0) glves.

, ®
P’nom—mler = .29
: Piacc—mier = .69
-P(dat-mjer) = .U2 S
- Therefore the. bnst guess is that the student

tlntended <acc m>, “with <nom m> con51dered somewhat 1e5s‘
‘ probable. (The fuli calculatlon woulgéshow terms for |

"gender and number, and include a flgure for <dat .

‘See appendlx C for more detalls.):“‘

O




S 'modlflcatlon through feedback should be relatlvely
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Evaluation'of methodkjf The numbers~are still

r

drawn from a hat and are subaect (at th1s stage) to mlnor

tweaklng to make things come out rlght

Stlll they seem

more closely related to plaus1ble student behav1or than )

" were the numbers in aother methods. Moreover, thelr scope

1s wlder than Just the 1ntent~gues31ng problem.
| appllcablllty, the probablllty estlmates may be’ gsed in

Of ﬁeneral'

selectlon of’ currlculum as well as in gradlng, performanoe

data from any source can be darectly related in. adgustments

R

”; to. the estlmates._ The nature of the varlables as such that'

Y
Y

stralghtforward._ Slmllarly, it wlll be easy to 1ntroducek

a blas to reflect a changlng curricular env1ronment. :FQI N

l N

‘1nstance, a d1scuss1on of datlve preposltlons an

LW-_,

—.

terporarlly c%ange the relatlve accusatlve/datlve blas,

‘ whlch Just means 1ucrement1ng the datlve probabllltles at

the expense of- thOse predlctlng accusatlve.,

Addltlonal Conslderatlons" Another maJor beneflt

1nherent An the prObablllty technlque relates to the

questlon of amb1gu1ty of. forms: the weak correct : L

perfOrmance crlterlon. P To. rev1ew, th1s refers to a e

| 51tuat10n in whlch a partlcular 1nf1eot10nal form correctly _':

| expresses more than one value of a partlcular grammatlcal “‘.

category. Clearly there is no way to be certaln which

i value the student had 1n mlnd when he used the form, the

.'notlon "weak correct" 1ndlcates that he is. not wrong, but -

o

i

;o Tt e e



in oﬁly one term from the expresslon fe

j‘fentry. j .

f’———only the case terms are dlfferent..;

- . . 1

Lmay'not be totally right either. . An extension of fhe"

zprobablllty method. prov1des.a rather natural way to catch

these. finer points. The extension is guite simple; i t‘“””wtw~”W“
‘%enters on a con51derat10n of the symbollc, as well as-
nuderlcal, probablhtleso o '

CA weak correct SJouatlon w111 be easy to 1dent1fy.‘

-There will be, of course the most probable value* the

f program ‘s guess at’ the student s 1Atent . Tbere Wil uc A

second term, another p0351b111ty, w1th two characterlstlcS°\

: jﬂ1; the endlng\probablllty, P(endlngllntent), w1ll be‘t

falrly hlgh, 1ndlcat1ng a correct entry, and
| 2; }he symbollc express1on of probabllltles w1ll dlffer :

— Lon

“g the selected

e

" The amblgulty respons1ble for the weakness is f

pre01sely 1n Lhe grammatlcal categorx as5001ated w1th the

'drfferlng term.- An example may help plerlfy the operatlon.

"—e" is. correct for femlnlne 31ngular,vboth ‘
nomlnatrwe and accusatlve case. . =

If the expected.case is nomlnatlve, the endlng

"probablllty terms P(elnomwf) and P(elacc-f) are both near’

1.0, as they represent correct performance°'

* <non s, 1 Eelnpm—fg * anomnomBI* Pésamegen; *hP/sémehum' R
<acc's 1>: P(elage—f) * P(accnom) * P samegen * P(samenum) -
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_endlng probabllitles appear. Agaln, only the case terms

‘qh01ce towards accusatlve-'

e L Sy

‘ P - S
-If the expected case 1s accusatlve exactly the same

'w111 be different, but this t1me such as to blashthe

P

o

<nom s f>'

: Pée nom—fg % P nomaccg=# Pisamegen * P€Eamenum)
<acc s f>: P

e acc—f * Placcacc) * P(samegen) * P(sziven...)

Slnce P(accacc) and P(nomnom) reflect correct

cho1ces, they WIlA greatly exceed thelr coun+erparts

P(nomacc) and P(accnom) which do not. As ‘the case terms

‘ represent the omly dlrmerence 1n ﬁhe second part ‘of the

express1on, the:ammerlwal values W1ll favor nomlnatlve 1f

o)

M,nomlnatlve is. exneoted, accusatlve if that is expected

The change rs due entlrely to the changed expectatlon, the

performance 1s pre01se1y weak correct and cannot ‘be used

in feedback as evidence that the: stsdent can correctly maked

the partlcular dl&ﬁlnctlon 1nvolved.— .

&

‘]‘he fu11 strategy for handllng grammatlcal

amb1gu1ty 1 cludes not. only detectlen, as- Just outllned,i .

':*;burt; 8. mecmls}'\for sugestlng a way out of the dlfflculty..

Z{VA change .in. the expectéd’gender, case’ or numbef%;:
"nesult in an exercise rn whlch the des1red grammatrcal :

‘Mdlstlnctlon can be observed,_ The full algorlthm performs

.both s&eps,ddetectlon and recommencatlon. e

R
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. Throughout tre following description, I_qilf
. ' b T o . -
~ interpose examples in brackets, taken from the following

]

data: _ ’ - . o

v

u_en is correct for femipine singular, both
nowlnatlve ad aocusatlve case. C

If the expected case is nomlnatlve. i" L

<nom s >3 gelnom—fg‘* PEnomnom * Pgsameweng * P%samenumg
<acc s f£>: elace~-f) #* P(accnom) * P(sanegen * P(samenum

1 Represent probabllltles both symbollcally and numerlcallJ.

2. Use nurerlcal values to select mes t probeble alternatlve.
[ <nom s > w1ll w1n]

_ é:B.‘ Examlne other poss1b111t1es for both.

Ba. high- probablllty “for endlng itself
| ; [ P(elaco—f) = .95 ] _
. 3b. only one term of symbollc expresslor for P(lntent)
- ' dlfferent from expression for rrost probable alternatlve
[ P(nomnom) vVS. P(accnom)

4. Conslder the grammatlcal category represented by
the dlfferlng terms: this w1ll show the 1ooat10n

of the ambiguity.

@ :
| [ case: could e nomlnatlve or accusatlve ]

L

ra

(determlnatlon of a better exerc1se)

5. take the spe01f1cat10n for the most. probable , o
‘alternative, and change thé value for a grammatlcal ’
: category other than the one invoelved in the ,
ambiguity. ‘This forms a new spécification, S
<nom s £2 t try changing génder to "m" -
: glVlngwﬁnom ‘s m> :

i 6. Flnd the most probable endlng 1lsted under the new

spec1f1cat10n. :
[ "—ef¥, Probablllty .95 ]

ST Alter the. new. s;pecn.flcatlon in exactly the same > way
o as involved in the orig inal ambiguity.
- [ <nom s m> : becomes <acc s m>]

IJB"‘ \

.
S
s
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- &, ‘Examine the TTOb&bllltJ for the endlr" of stop 6 -
' v givm ‘ lelcutlon arriv ! at 1n sten 7.

R : _ pxlacp—m) G

Eak If it is high, then the sanc 8Fb3”blty renalnoh
. Q,,return to step 5, making a differert cliange.
\ ’ : ‘[ .would happen in neuter, o
. S ~ as P(eslaccen) = .5 ]
: Bk, If the endlnb yroo blllty 1u not h1<b then the
- T algorithmels successful. A-‘new exercise conforming
. with the new syecification will yield & “ltthlOn
, o in which the current ambiguity in the utudgnt
R ‘perforrance .can be clecredfup. .,
' [ so next tlme try using a nascullre noun. ]

. . . . ”'=',. o ( . . . - - - .. .
* o M o ) ’

1

’ _ General evaluutlon of Lho three methods: o - l' “ *

i
B . 4
Hoamy e S

- T ; :In COHClUulOn, B feol thats Lne pTObablllty net}od
offors c':reut proml e - of belng tne boot of - thc tnrco methoau
conuldered. | Accordlnli, I hcve PluCCd its 11plcn9n%ﬁtlon

hlrh of ny ll;t of necccd 1rvrovemcnto to the progcram.
< . - 5 : } . * 3

, - - oL . . - \

~ﬁThé'foilowiﬁ9'topics,in~inflectional<énalysié
) renaln to be dlscussed "in the brder ﬂiven:
_, WOrd "type" as.an - addltlonai "rammatjcal category

Ql—— Multlple—word 1nflect10nal pattcrns

"e— Verb endln chec& :\whlch prov1d0 a Food iilustraﬁion

© ot

~ 't'~of tne other two) 4

’

._“ ) . A( N a -
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~ Word "Type" as an‘Additiongglcrammatical Catesbry

2>

A basic addition to the program’s Ieprecentatlonal
scheme for 1nflect10n 1s motlvated by the ex1stence of
varylng patterns of endings for‘scme w%rd classeuhh The

.article:"der“; asuhas been‘noted,previOUSly; represente

"bothrthe <nom. s m>'and <datvsff>(slots. lHowever, ite'
-parent, the arficle/adjective’ending "éer" is-limited to
.j"dies— words" for the /nom s'm>*slot‘ "eir- words" normally

dtake a null ‘ending in that slot.’ To make the

«
[

exp a. the notlon of grammatlcal category to 1ncluce as a

k]

category. much llke case or éender, the "type" or "clas s" of

I

4gthe word. By so d01ng, I an able to repreuent an

. rei;z entatlonal scheme unlforr, I have found it useful to

»*

1nflect10nal form 1nflect10nal form purely by the values oi
P ¢

'the grammatlcal categorles it 1ndicates w1thout havlng to
n.f<append spe01al condltlons. Thus, in. the prev1ous example,
fthe "—er" artlcle/adgectlve endlng could ‘be con31dered as. a
"pr0551ble representatlon of nomlnatlve mascullne for a -
particular type of word.f Tts ‘use on an" "eln— word" could
ce cons1dered by the error analyzer as a pOSSlble <nom s . m>
form w1th an ‘error in- word type, using very srmllar loglc
'fo that needed to detect a mlsmatch of case or gender.
- One must, of course, be careful not to establlsh
' categorles whlch do not have a parallel in what the student
. knows, or the computer w1ll be mlslead Anto analyz1ng

Q . - o - - S SRR L

§



patterns which-do'ndt exist. Ihe creatlon of new

'categorles is done when HGCGSSary to ailow the

-repre entation of sloto to be clean and oraerly, but also
& Q‘ .
'w1th care to see how the aadltlon relate& Lacx to what the

student is taught. follow1nb that guldellrc I have set up -6
addltlonal categorleg whlch I,shall deucrlbc aroa"by area. .-

Wi

o The Sp@Cli;C 1dent1fy1ng.number accomlanylnﬁ the

‘description are mainly for internal reference cof the N

arprogram.*
Articles: R 3.’“_ A :
C -+ For artlcle a Type cutegory to dlj%lnﬁulsh

bptween "eln—ucrd”ﬁ and "dle —words“'
» ’ ‘
1: eln—word no enalng 1n .ncminative mascullne, BRI
nomlnatlve and - aCCusatlve neuter. v
-T2 ‘dles—wordu, -er" in nomlnatlve ras%ﬁline, "—es" in-
o nomlnatlve and accusatlve neuter

bl

] . o *

rff}3:  elthefrét student optlon ¢
o ) »7 . %

Compllcatlons (not yet 1mp1emerted ,except au noted)

-es" becores efLec+1vely "_ash for the deilnlte ,

article <nom s n> and <acc s n> ("das"vlngﬁead

e Of “des")' L < {“7” N , : "
: S tMein-t ‘takes type—2 endlngs in the spec1al form

- o : "was fuer: eln-"'kgw ,

-
, !

~he1n—' has no plural forw (1molemented),

adgectlves usé many of the same endings, but‘alsou
have -another set, the "weak" endings, with rutl
compllcated rules for dec1d1ng whlch oet ‘to use.

5 ‘. ‘ - V ’ - ‘ . ’ - C i

o * - The sictual numbers axre really octal, corréspondihgito

o 51ng1e bits, to allow logical-"or" conaltlons on various
[R&C tests and SDGlelCatlonS. .

-



Nouns: : 5, i .

For nouns,,a Typ° categor3 to letln“uisﬁ the
varylng 1nfleoflonal petterns, chiefly in iormutlon of the

p_u‘r, B — S ; . : 1 f’

oy . Sore- texts cla051fy nouns accordlnb to the
o  vpart1cular Lndlng u<ed for the pjural as a meane to
| 'rcmemberlny whlch cndlnﬂ +o use. lhat-partlcular |
L 01355111eat10n is cf noc use- here" in reneral the chOlce of’
Zeﬁﬁlng 1saesscnt1aii} erbltxary and beet presented to be‘ﬁv.
’Aleerned by rote. The progfam may-uell note that the ‘!:{Q
student has‘seleoted a wronp alternatlve pluraJ enaln" as T
’ d1su1ngu1ohequrom an nonerlstent one,,but that dlagnoslo
does ‘not reoulre a g;anratlcal catcgory ‘
a There is-an 1ntereet1ng 1nteractlon, however,g
between the partlcular endlnnr and the speolflo kinds of
rolnflectlon 2], _Changes whlch wlll occur. For oxample most‘
nouns.nmust add an Honp" end:ng in the dutlve p7urel but a
’;noun whose plural is formed with an "-n"'wlll not show
;further 1nf]eotlon for the datlve plural.; Kufncr | .
'hdlstlngulshee some novn clas ec on these crlterla <ref. 7 1>.
'?Even though the dlstlnctlon does not appeqr expllcltly in”
common texto,rlt flts rlght in. w1th the way I have. employed
':grammatlcal categorles. In order to know whlch 1nilectlonal !
lots to 395001ate w1th a partlcular forn, the program must
Fknow whlch 1nflect10nal pattern is 1nvolveo (and worry about

Te

.,EBiqli,ﬁf- :ffp \L." ;f‘_ v"' . ‘;}\3




whether the student knows it too) Accordingly, I have a

TRy .
type ¢ tegory for nouns, w1th a six—way d1v151oq S

(1&2.< Nouns which do not inflect 2t all tc indicate plural,
neither. by umlauting the stem vowel rnor adding %n endlng. -
This class, 1nchdentally, ‘does riot include any eninine
nouns; since the article/adjective endings are the szme-
for feminine and plural, there would ‘be no way to
,dlstlngulsh the two if +he noun itself did not 1nflect ).

‘-'1, No. 1nflect10n for nomlnat;ye plural but add.an n_(e)n"
S for datlve plural.

: s 2 No inflection for nominative plural and stem ends in,
\\ . "—n" already so no dative plural chanpe elther-,.-

= - -~ 4: Nouns whose only change -for’ paural is to add’ an.. - B
- . ¢ umlaut, and whose stems end in "—r" S0 there is. no
T : datlve plural 1ndlcdtlon. o -

-

'10:' Nouns u51ng "—(e)s" to form the plural .these“nouns

also do not dluthEUlSh datlve plural ‘and use the
same endlng for genltlve 51ngmlar~unlegs femlnlne.

20: Noums. u51ng n_(e)n" to form the plural Go - not.
- distinguish datlve rlural, . e

”
s o#

40 [Mascullne] nouns forming their plural w1th “—(e)n"u _
. . which use that forr also for accusatlve, datlve P
and enltlve 51ngular._ - : y s,

Compllcatloqi (not yet programmed) | . S
- o Nouns with very 1rregular plurals, |

Compounds with u_mann® formlng plural w1fh elther
' "maenner" or "leute"; '

. } Ca .
o # . s ~

@ Some nouns formed from adgectlveo; whlch use
adgectlve endlngs. . e

3

LN
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Verng ..AH _ , B -

= For verbs, a Typé category related to the kind of
1rregular1ty. .-

Tradltlonal grammars llst groups of . verbs wlth

similar vowel changes, the»seven "ablaut classes"_ These
coul& be‘easily-included'ir my‘program if an instructor -
desired. However, the emphasis in teaching seems best N
.placed on’ the 1nd1v1dual verb s .form rather than its ablaut
class, partlculaﬁﬁy 51nce the classes zre riddled with
_:exceptlons. S0 1t doe not seem productlvo to use these

‘classes in the grdaer program.

+

Definite 1nflectlonal patterns do exist, depending

N LT

'bn the’ partlcular degrce of 1rregu1ar1tJ of the verb. ‘,For
-1nstance, ome 1rregular verbs 1ndlcatc “third per on slngular
‘.present with a chanwed stenm vowel others do nct. Thls
ftype of pattern, even though not taught expllcltly fits J

Ueapreclsely the extended notion .of gremmatlcal catenorJ.

'(1,2,4:* ho vowelwohange iq'present\tense;)

L,

1: regulér verbs S o | ,
2: -weak verbs with irregularities | '
4 strong verbs ' ) o
“_\\‘ -
- (10,20,40: vowel change in,2nd and 3rd person anbular
: present) \ ,

' 10-‘Meak 1rregular verbs‘ (espeoiaily "habeﬁ")

*

- 20: normal-strong verbs . | o B

40: modal auxilliaries, which use the irreguler -
o form in the 1st person singular as well, and’have
- . a null ending for both 1st and 3rd person. s1ngular o
- present '(also "wissen!") . _




£

Corplications (not yet“programmed)f

nsein" ("to be") fits no pattern at all in the
preeent, .

some stems endlng in “"—-st" and "-gs" havu
peculiarites in 2nd and 3rd. person present,
adding only part of the ngst" erdlni or -
none ot all;

f

‘and mary more. ’
‘Note: L S ' .
’ At this tlme, only pre*ent tense hc been’
1mrlementea, so the cate"ory has only %een partly. 1ald out

In nartlcular, no dlstlnctlon vet ex1sto tetwecn classes 2

S

and 4, as their 1rre"ular1t1es appear crly Jn the ras

part1c1ple and past terse. Othgr prOVIQIOPu:W1ll Le needed

.

to_hahdle certein charscteristics of the past participle.

Evaluatlon of the iype Cate"ory ,';,& ﬁ’ - N 5

| 9% &

The patternu descrlbed above have 21 existence
1ndependent ‘of the means used to descrlbe Jthem. The
rpertlcular nethod emplcyed for check1n~ inilections w111

determine whetner the type catebory is approprlate ‘For

nethod 1, the, tabular approach, noun 1nflect10nal patternsf%

are_altery real.perturbatlon. ‘The table will pf“bebly need
to separete entriéc for the noun. tyne as nlven. Nethod 2,
the distance metrlc, 3381gned a value to tbpe\errorg.’ It
proved dlfflcult, ‘however, to work the d851red degree of
preC151on 1nto the welghtlng scheme, emnhagls on: proper

‘@%pe seems o vary fron slot to slot, perhg,pu erendlnf on

4
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_ whether. the class reouires'a positive inflectional
indication or Slmply the 1ack of” one c

u For method 3y probabllltles,bl have not yet done
. the hecessaryﬁanaly51s; 1 belleve that sp001fnc
"lprobaoilities can be introdugkd to get‘the kind of
‘welghtlng I needed but could not get with rethod 2. for;
verb 1nflect10p cheoklng, the typln; syster have been nost
'?useful. It allows a facile diagnosis of situations such as
“theoqorjugation of a verb on‘a pattern whioh would.be"

k4

correct if the verb were [were not] irregular.

-

'Multiple—Word.Inflectional Patterns’

. Quite freéuentiy;.the-inflectionalfoheok consists
not jﬁst of one aotual forﬁ versas the exﬁeoted
charaCteristic, but of several forms all show1ng some
-1nf1ect10n.; Eor example even a 51mple noun phrase will .

have inflection in both the noun and the article.’ The .

y F o

student ‘s 1ntended answer plays a strong role in such
c;rcumstances, as it flnds_expr8551on_1n not just onewbut'

- several lnflectlons.

-

< . <

L Sometlmes cne word governs the other, as

ubgect—verb other tlmes; both take thelr sp601flcat10n

e

from somewhere else, as - case and number 1n~ -noun phrase."

In elther s1tuat10n, the common source (step 2 in the rule

N

et

3 re—p— s

e ot
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framework) should mean a common value ior the 1nd1c1ted
category, even if it is actually a wrong velue. The
 student deserves credit for Correct_performance under the
'“internalkagreemept" aspecl of step'2i |

A threeéway comp@rison may’well be incicated. The

o
" incividual words nust. be checked agalnut each other, and

,.the result of that COEIaTlSlOH cheched abalnst ‘the

expecpatlon. If there is any Q1sagreement thc expectatlon

must be eheckeo against zach word individuslly (Perhaps

2lso necessary to 1nvest1 te possible weal—correct

s;tuaulons). One -approach to the mult1ple~word problew

lies‘in'thewpalrW1se application of the sane comparlson

~te6hni§ue as for aeeingle-form;‘therebv reducing thé problem .
g

to a monabeable form.*“For two worQs, say &n artlcle and a

nouvn, several dlstlnct pOSolbllltles exlst°

1y all three agree — flne, correct

2 the inflectional characterlstlcs 355001ated w1th ‘the
actual forms agree with each other, but not with
the values of the expected slot— a fairly clear
instance. of "1nternal agreement" on an 1ncorrect
value,~ ;

3. ‘the charac ¥stics associated Wlth the actual forms
do not- agree with each other, however one oft them -
agrees with the. expected value — The latter form
is correct,. the other wrong, and there is no -
1nternal agreement. . .

-~ .Unfortunately, because of the multlple

characterlstlcs a55001ated w1th a glven form, the follOW1ng

v_'->
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.'confusing wituation can‘arise (using a'single letter to~
4represeﬁt &n ar%i*rary slot): " -
“ Expexted‘slot A .
Woré¢ 1 — =mctual characterlstlcs- X, ¥ (two slots).
Worc 2 - BCtUG_ characterlstlc 4
>_‘In4thiS'instamce ther is internal agreement for
characteristics‘“f" w;_rh is not 1n aereement with the
expected valu' £t th= same time, theaexpected value
*matche”/op we_lxzmainst‘fhe "X" characteri°tic of word 1;‘a'
characterl stio now shar 4 by word 23 & situation whlch |
could be intercreted as a form error in. word 2. 'To,take a

]

concrete example,

ect: "sie trinken" E"they drlnk")
Slot: <3 p *> 3rd person plural
o S | _any enderj

-

-Actual: nsie trinkt" ("sﬁe drinks"?)

Forms used and as5001ated characterlstlcs.

P g3

=TGR or”
Dlagnostlc analys1s. 7‘ ,

Expected - subaect agreement on <3 P *>

‘' Subject — verb (1nternal) agreement on <3 s £>°
'] o Overall: = no overall agreement -

- The d1agnost1c plcture becomes even more cloudy when

the comparlsons between slots are not exact but must .
rather be referred to someth:mb 11kewthe closeness metrlc

3

~to determlne whlch is less wronb.r The symbollc example

‘\)




7 .
might then have X and X7, ¥ and Y'; anc a judgrent would
be'needed‘about*howhxaﬁa%ched'Y', cogpe“d with howil \
matched‘Y' ‘combared with“how f matched=x , conpared with
how X matched Yz lnstant 1nsan1ty.-m . " |

Sone rellei is affordeo by the sns01f1cs of German,
Jslﬂ that an,nultlplc-lnilectlon sltuatlon usually is oulte
fdeLenerate 1nrtermk of what cateﬁorles are ‘definitely
‘indicatedbby which woros.f host often, he 1nilectlonal
forms complement‘one ahothcr, addihg pre01slon'to«what
‘would otherwisc be aﬁblguOus.r Thus the "die"
“ferlnlne/plural corfuslon lu‘rCSOIVLd Ly thc noun cndlnbf
'the noun shows nothlng of gender in its endln , and thc
‘anblﬁulty of nomlhatlve/accusatlve for "dle" i not fesolved
"2 ' jln eltherﬁoord s 1nilectlon.“lhe number of outrlght |
corfllcts is thus less than mlght bc 1raﬁ1hed at an 1n1t1al
-theoretlcal 1nve;,1gatlon.f;‘ '
;‘;'- S i When Hethod 2 (dlstance metrlc) was bejmcv used for . .
N | artlcle 1nflect10n, I put it to work on tae conblned |
1nflectlon probler, too. It was abandoned because it Just
dldn 't seem to reflect the rlght balance between what ‘one
' wordhshowed.alone and what effect 1t had on the otber word ;
'-(and alsoabecause of the dlfflCulths of size and complexlty
mentioned above) For Method 1 (tabular) to be,used in
}‘hls conte;t some nore. 1nIormatlon would go 1nto the table,
or the tabular retults for the two words leht be comblned
by-\ﬁﬁe other algorlthm, as yet unborn. I shall “be- happy

| 1f Iethod 3 (probabllltles) allows the necessary 1nteractlon

. to be expressed in aﬁclean formalasm. :

“‘ » X B ) . M . : &
[ B . ' .
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Subject-Verb Inflection Qpeckina

Implementatlon of - the verb—sub“ect check has Deen‘
% reasonably satlsfylng;_ It provides a rodest 111ustrat10n
~of a number of" the 1mportant ideas of the L;,rad:m ‘program,
'though 01rcumstances have conblned to make the demonstratlon
far from complete in- aany 1nstances. I have,'so far, only
1nplementeo analySlS of the present tense In that tense,
verbs have only flve fcrms, show1ng onlJ tuo DaSlC4 |
- gre mmailcal categorles. person and nucber. If the subject
€

- of the sentence is a: noun Op'noun phrase, the avallablc

,alternatlves are further rarrowed as only 3rd persan is

‘éégthen relevant. Pronour subgects range over all values of
mpelson and number°ﬂbut lonb beiore the verb analjs1s is
ibegun, the pronoun search ‘logic take care_of;d801d1ng‘whichr
slots are: actually<pert1nent.. ,'

. The rule governing verb 1nflect10n demands
agreement with ‘the subgect and the program has always”
concentrated on Just that demand. It the subgect is. not

what was. expected I stlll'base the endlng check onawhat is.
iactually present. In terms of the general 1nf1ect10nal )
:.theory, the checklng is defeqtlve,‘as it lacks a- comparlson
Wlth the-expected value. Because .80 . very few forms are
' dlnvolved (and Qnefof them is 1dentlca1 to the 1nf1n1t1ve),

' ;there dldn t- seem any p01nt in 301ng to a more 1nvolved

G Coe oy A
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calculation. In‘severalbways, however, a check with the
}expeotation does enter«into the deliberatiOns:
1. the deterﬁinatiOn of subject characteristics is done
. in consultatlon W1th what should occur; - . S " ,//
2. those 1nflect10nal\characterlstlcs which depend on
“ the verb type (regular verbs, 1rregular, etc ) are checked
- through a comparlson with the correct type for that verb;
3. "as the scope of the 1mp1ementat10n is expanded,
future versions will have to consider the expected tense

and mood,,partlcularly when dealing with rrregular VETrbs.

I am 1ntr13ued by ‘the two—way&checklng Whlch |
sometines occurs between'subJect and vcrb ‘ending. The
'prlmary check is direct from subgect to verb: find the . .
subgect, f1 gure out what 1t° grammatlcal characierlstlcs
are, and then check if the verb endlng agrees. However,
~there may be some. amblgulty in the grammatlcal.attrlbutess
of the~sub3ect the verb endlng may ‘be able to shed some o
llght on the confusgon. I partlcular, +he verb inflection

”' shows a very clear dlstlnctlon between slngular and - plural,fn
:'nouns and pronouns may be amblguous in thelr 1nd1catlon of
' number.. The pronoun search already contalns loglc to. 1ook
at the verb endlng when a subJect pronoun is 1nvolved. .The\
'lnoun phrase loglc does not yet make a 51m11ar check but .
'should.m The two—way check 1s not wlthout its. problems, not |

'the least ‘of WhJCh are the 2nd person famllar forms. ‘But
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even in llmlted 1mplementatlon, the verb two-way check
prov1des a nice example of how an examlnatlon of both partsA
of a related inflectional scheme can ald the determination
of Just what.the_student\had in mind. .

L3

» To handle 1rregular verbs, 1t was necessary to

expand the verb 1nflect10n logic to 1nclude a cons1derat10n'
of the stem as well as the endlng, and to add another |
fgrammatlcal category to reflect the type . of verb. (See‘
above for a complete discussion of the "type" category. ) A
modest multiple—term 1nflect10nal situation thereby exists:
subgect, stem and endlng. My-baslc'strategy is to attempt
to form a comp031te from the stem and ending whlch can o
: represent the whole verb, and then compare that composlte
with the subject. To properly diagnose errors, individual
comparisons of subject with stem or ending are often

.-requlred
: {

." .
’

) The exact nature of the compaglson varles sllghtly
from one stage to ‘the next. Throughout the very 51mplest
comparlson scheme 1s employed. values match or. they do not
w1th no half—correct neasures cons1dered Of course, a
partlcudar Inflectlonal form for stem or endlng will. have
' several character clots a55001ated with it. In formlng the
'subgect—end comp031te, the program evaluates all p0551ble
'comb1natlons between the two sets of slots. Only those in

"whlae ,he values for both person and number match exactly
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are retainéd; Each slot includes the specifioetion of cne
or -more verb types: the intersection.ofuthe vero types is ‘
formed for the composite terms. In'comparisons‘involving
the subgect, no verb type is relevant and ‘the progran onlv
need check the exact match of perSOn and number.

| By checklnb subject against ‘the stem/endlng
composite for an exact match the program can tell directly |
whether the 1n11ect1on re_proper. It there is dn error in- .
the-stem, the subjeCt/stemwcomparlson w1ll brlng.that out;
likewise.for'ending error. Another p0551ble diagnosis is
that'of verb typc error. The program must check the .verb
type of the final comparleon term agalnst the correct type
for the verb.; 1f. there is go ratch then the 1nflectlona1 '
form would. be correct except that ‘the student hae not
properly observea changes due to verb typea Other type
“errors may be’ locallzed in the stem or ending, and can be

ea51ly spotted by a 31mllar comparlson of types.

A full descrlptlon of the verb 1nflect10n oheck
"along with several examples of actual progxan output, can
" be found in Appendlx D. ’
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Chapter Eight
WORD ORDER ANALYSIS

Introduction and’ Definition:

A ﬁa;or"grammatical phenorenon, that krown -as

"yord order", is based on the order (suouence) of words in’
the sentencc. In my work, I use an extended notlon whlch
also covers thc order cf phrases and elemerts, and 1ncludes
the determination of the basic clause type.w Like
1nflect10n, word ‘order as a* grammatlcal phenomenon appears

in dlfferlnn roles. in ‘the 1dent1flcat10n of thedlnd1v1dual“

_words of the student S sentence, in deciding wkat the =
assembled eloncnt or sentence means, and ac & pumber oi
gramatical rules which, in the 1nstruct10nal :CttlnF must

be checked:for cofrectﬁess by the gfadihg frogram. | |

‘ ; - The general analy51s used in 'this project con51ders
the German 1anguage as hav1ng three grammatical 1evels. N
‘words, clause elements, and clauses. Thlsltrlpartlte
division ;s of partlcularﬁpertlnencejto word ordef,‘whose

role centers .around the two transitions: word to B

¢

clause element, and clause element to clause.

F * -

] - ! . CI .
- ) ' : . i
) 5‘?' ‘. - - o " < -
’ ‘ . - Ed - H ' . -
. .
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"Fron Words to Clause Element

_ A clausv element is built out of words, ba51callya
with perhaps a llttle 1nternal structurlnb. The meanlng

and grammatlcal functlon of the element derives rainly from.

I

the choice of word:, along w1th 1nflectlonal 1ndlcatoro.
‘WOrdvorder within the element is not very 1nterest1n0. The
German lanéuage allows little or'no flexibility of order;
the rules‘aré there to be followed, servihg perhaps a Ci
useful.funotior“in allcwing one to group togsther the '

con51tuent words of the element w1thout be1n confused by

nelghborlng ONES. Accordlngly..I use word order w1th1n the,

: element as a maJOr guide in the 1dent1flcatlon process,
looklng for mod1f1er and functlonal words where ‘they should
be located reldilve to the head word of the phrase (see
Chapter 5).. rtlcularly “for the slmple,soructures which
the’ program can accept at this time, I consider '
w1th1n—the—clause word order errors unllkely, and provide
no dlagnostlc facilities for them.
o  For reference, the current,multi—word elemeht ‘
capability is &s follows: 4
(houn'phrase) : article + noun —_— L
sdbject_or object : noun phrase [ article + houn ]
- e preposltlon + noun or pronouﬁ |

kX : preposltlon + noun phrase )
- - L | [ article + noun ]

—



In the near future, a certain gmount of flexibility
will be required due to a planned expénsion in the )
complexity 8% noun phrases; For~instanCe, I will include
"phrases with two nouns; as in "eine Tasee Kéffee" ("a cup
of coffee"). Ihe search routlnes already have the needed
fley1b111ty wnat 1s lacklng is the error clechlng and

interpretation.

. From Clause Element to Clause

"A”clau se 1s constructed out of clause elements. By
careful deolgn, the word order,analys:Lc of = clause is
deferred untll all the corstltuent words have ‘been grouped.
together ifto elcments. As remarked above (Chapter 3), word :
order (at the elcment level) is not used in searching for ~
elements, neither in 1dent1fy1ng them nor in determlnlng

o/ . grammatlcal functlon. Thls follows from: md general
phllosophy concernlng errors, tmat nothlng which the -
student might do wrong should play an 1mportant role 1n -
1dent1fy1ng hlS refp0n°e also from the 1nherent flex1b11ty

. of the German language regardlne the: orderlng of e]ements,
which tends to preclude any predlctlon as to what element

will come rext (partlcularly arronQ sentence field elements,

where help is most needed)

-

s l 4' lTwo Tasks: The task of the word order portion of

e . the program 1s twofold. The prcgram must check the order

R

 (? .
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of the.clause_elements for‘con%ormity.with rules of grammar;
and with the shade of meaninglincorporated_in the_expected |
sentence. Furthermore, the program must determine; by
analy51s of the actual student response, what type of’ clause
has been created (maln or subordlnate' statement or
questlon), and give an 1nterest1ng d1agnost1c report on
'"1ts flndlngs. The clause type determlnatlon 1s done first,
.as some parameters of element orderlng dcpend on the type

of clause.

Clause Iype Determination: ,
| ;&he clause type determlnatlon subscrloes, in
theory, to the three—step model~ cue, 1ntent, actual
{esponse., However, there are only a few forms, far less
»than for inflection. Also, the nature of the verb |
placement rules is such as to leave little amblgulty as to
what was 1ntended. Most likely, the student will err o
elther in a’ wrong 1ntent -or -in partlal dlstortlon of tne
ﬁ executlon step; in e1ther case, h1s~1ntent w1l1 show quite
- clearly. ' | - ' _ | {
j" The flrst step, then, 1s to determlne what he seems
/to‘have done.‘ Then, 1f that 1s not_correct, con81derat10ns
'of motlvatlon will be in order. Erro}s'in‘ekecution'may R
s confuse th1s 1n1t1a1 determlnatlon. lt‘may even become
.clear,tha+ the student does not - know the appllcable German
n_'woru-order rules ‘at all, in whlch case a d1agnos1s oi

ERIC - mgonfused” will be retumned. o _.l.t S ‘Y'

P .
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For refcrence, here are the clause types currently

1ncluded 1n the program ‘s German grammar COWpetence. For

. each type, I list the 1dent1fy1ng characteristics: .

- D ‘ ‘
TYPE‘ ‘ CHARACTERISTI CS
Statement FV-2: Flnlte verb in second pO&lthn,

i.e. at front cf clause preceeded by == -~
exactly one clause—elerent. . '

Informatlon Question ("Who is that¢") o
FV-2: same vert position as statement.
Inltlal element will be the questlon word.

Yes-no questlon . (*Are you coming?")
: 'FV=1: Finite vgrb is at the very front
of the clause.

FV-L: Flnlte verb is last, at the end
of “the clause, following even a dependent

infinitive or rest partlclple. The initial ==~

element will. be:a relatlve or subordlnetlng‘

- word.v_ 1

?

(The "flnlte verb" 1s the inflected verb s, dlstlngulshed

1from an infinitive or past participle. ‘The "FV- " notation

refers ‘to the f1n1te verb p051t10n, and is oorrowec from

| ;Kufner <ref.. 7 2> )

As}égown in the chart verb p051t10n and

) 1ntroduct6ry words are the maln factors dlstlngunshlng
o dlfferent clause types. There are several other

,ﬂdlfferences- the dependent clause FV-L configuration is the

only one in whlch an 1nf1n1t1ve can precede the finite

% Qr° 000351onally it may come’ second, see <ref. 9.3;
rReference brammar, B786>. ‘

-
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verh; a separable prefix will not be detached from a finite
verb in FV—L, .The proéram.also relies on its knowledge_of J | (
-~thevexpected type, particularly.

- 1. when an e€rror result in conflicting 1nd1cat10ns (i. e.,

an initial relative word, but no FV—L) |
2. when a clause has so few elements that a clear

determlnatlon is hard to make, - o o . o
t3. to decide. between command and yes—no ouestlon (not yet

implemented) .

Tvpe Determtnatlon Alforlthm ‘The’ clause type

‘vdetermlnatlon algorlthn beglns by breaklng the nonverbal T

elements of the clause into three groups: thos € ‘before the

<

varb, those between the two verbs, ‘and tho e follow1ng the

e PR Y

second verb, (If there is only one verb, the last category

is null.) It can then make the following pattern tééts: o b
(. mFVe denotes Finite Verb, "DI" Dependent Inflnltlve) S o

T ne elements before FV means FV-1 format,

— no elements»after v probably means FV-L format . - L
ticularly in DI precedes it and/or .there S .

'is a2 Rel. VWerd present. However, the s1mple
form <subject + FV> is FV—2 a statement; '

. *
L g e

— one element Before FV is a statement, FV-2.

[

N '
[ —

To hendle erroneous formatlons, the actual patterns
are somewhat broader than the above, ‘to W1t. '

. — DI receedlng EV probably indicates a de pendent clause M -
FV-1); confidence diminished if no Rel. Word, or . ‘ }
1f FV p031tlon is too far from end of clause, S

,,,,,
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— FV last p051t10n can 1ndlcate a dependent clause even
if the- exp11c1t Relatlve Word 1is missing;

— FV last pOSltlon can indicate a dependent clause even
. if the initial word.is a Question Vord (unless
there 1s nothlng else before the verb); -
- FV in the middle of the phrase is tentatlvely

. "identified as IV-2, partlcularly if a DI 1is present :
N and follows the FV

| Vallcus grammatlcal checks must be made'
_ — for V-1 & FV—Z -if a DI is present it must come =t the
' “very end of the clause; . DI following immeciately
- after FV is taken as a specific’ rlstake, perhaps an
1nd1cat10n of an English pattern,

— for FVwL, DI (if. present) must be at the end of the'
’ ‘ clause but preceeding IV,‘

— for FV—2 FV must really be the second lement--

——'separable prefixes ass001ated with DI must always be
attached; e :

—separable preflxes a55001atéd w1th FV nust be detached
except for FV—L. -

‘ L Thetype determination is accompanied'by a level of.
confldence, evolved dynamlcallJ durlng the oourse of the
-analy31s. The initial’ guess wildl. usually have "hlgh" or

. "veryhlgh“ confldence.» Errors w1ll cause the program to.
J success1vely lose confldence in rts dlagnosls 1f a level

\"none" 1s reached the determlnatlon w1ll cease w1th a
value "confused" leew1se,'certaln\observatlons may boost

R the confldence 1cvel-.correct performance in pla01ng a:
separable preflx is a notable example.' o B ,'sgw

e A full descrlptlon of the- algorlthm is glven in

appendlx E, followed by examples of 1ts operatlon on more

.E£$Edhan a dozen sentences in appendlx F.
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Dlagnostlc Jnterpretatlon ' Interpretation”offthe
' ’
clause—type flndlngs requlres additional analys1s. The

 three-step model w1ll be most useful cue (expectat;on), :

1ntent, and executlon (actual form)

. The student must make two decisions 1n d801d1ng on

.aiClause'type° flrst,'whether 1t will be a main or

subordlnate clause, secong if a ma1n clau , ‘whether a

statement or’ questlon form is requlred. shall first

con51der ‘the determlnatlon of type for a nain clause.

. The d801810n as to statement or questlon is based“-"

pr1mar11y on semantlc crlterla, what the sentence 1s to

say. An error, then, is not .so much a v1olat10n of a

;grammatlcal rule as 1t 1s the productlon of a dlfferent

'sentence., I do not conS1der such 1nterchanre error very

-Q

_11kelJ, other than due to ‘the student nlsunderstandlng -

1nstructlons.x I flnd it hard to say whether an error would

be - due to: 1mproper 1ntent or faulty executlon, as the

~requ1red exécution is- falrly stralghtforward and natural

‘for»an Eng11shfspeak;ng student:

Sp801f10ally- g .:. - ;,;_;.

1., statement becon: s FV—1 “Yes—no questlon~ probably

-1ntent10nal (no Engllsh pattern beglnnlng a statement w1th
"~ a verb); | o 5

“2.: statement becomes FV-2 Infornatlon questlon, or
“vide—versa: probably-intentional, as the use and meanlng
of the 1ntroductory questlon word la culte clead, f

3. FV=] Yes-no questlon becomes FV;Q statement:

' Possibly intent wrong, or possibly execution confusion on

Q

an Engllsh pattern ("Today is. anyone 1one1y9")
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The choice between main and subordinate clause is

‘de*ermined on a purely grammatical basig from the structure

.af tm© sentence: one main clause, all others subordinate

{witz the usualfexCeptions*that-prove'the rule, particularly“

cucjamion)” I anticipate many errors Just at fhisfpoint,
if only because Emgilsh allows one to use subordlnate i

clauses wlthout being:- aware of SO d01ng and w:thout the

subordlnatlng word:~ The clause-type determlnatlon takes

7‘1nto account that _the student may use some of the trapplngs
of a dependent clause, partlcularly the subordlnatlng word

w1thout reallzlng (and thus w1thout 1ntend1nu) the 't

ity

subordlnatlon.; Or, conversely, he may cons01ously produce

‘a- dependent clause w1thout a subordlnatlng word

There 1s no way to be certaln whether the error lo -

'“hhln intent or executlon, though some guesses can be put

forward on the bas1s .of avallable data. ‘For demOnstatlon |

'purposes, I have set up a dec1s10n network to. handle the

guess1ng. It 1s gulded prlmarlly bJ the two main markers ‘V‘f

of dependent clauses, the subordlnatlng word and the f1n1te

' verbxsast positlon_ The conc1u51ons ‘are as follows°4

i

- p=rformance :  _disgnostic interpretation -

¢ Sub.—sword < FV-LZ ljsrntéﬁf?ﬂ . Executitm .
preserce - o o f T e -
‘oky . ok : correct o correct
~ ok . no ma — or — maybe : o
' ' {elther One rlght, other wrong) - -
missing -~ ok . - prob. ok e error, m1s51ng word
niSSing-.{ ‘no- . ,'drwrong' - must be referred to

what was done 1nstead

d P
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| The above chart, whlch has been 1mp1emented, could
.be augmented by 1nformat10n from ‘the placerent of dependent:
1nf1n1t1ves ans separable preflxes.f At thla time, they are
. used the basic type determlnatlon but. nct in this seconddry‘
analys;s. ' '
o S
Checklng of Clause—Level Word Order=

HaV1ng de01ded on whlch type of clause is present
the analyzer is ready to deal with the elerent word order "

of that clause.l All pre%' b ary work is. out of the way

the clause 11m1ts have beenideflned all the constltuent
elements have been formed from the 1nd1v1dual words and
o analyzed, any 1nformat10n needed from the actual , h‘
performance, suoh as the determlnatlon of~c1ause type,~ha§?
been ‘done; and, of course, there 1s the 1nformatlon on ‘what
‘1s enpected._- , . _ ‘
- ’A Clause word order is governed by varlous klnds of
{ rules. some, llke the verb placement rules encountered '
‘above, are very strlct, closely prescrlbed, and of .
prlmarlly grammatlcal 1mport- Other p081t10nal deC151cns -

can be made more flex1bly, w1th word order determlned by

'
é:.:

...
. =3
Ta T

the de31red meanlng or 1nf1uenced by the partlcular

fwempha51s des1red.¢

Meanlng determlnatlons are connected,w1th the. need ‘
to establlsh grammatlcal 1dent1ty for each element. ~For;'

L example, the dlstlnctlon between subaect and obgect is
sometlmes made on pmrely p031t10nal grounds. Or meanlng may

Q R cU T o "~--mr 1
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flgure into- word .order. because of the varying EOdlflcatlon

1nvolved in dlfferent p031t10ns. The negative adverb

'“nlcht“ for example, has a dlfferent interpretation.
tdependlng'on where in the clause it occurs. Emphatlc

”shifts occur as certain elements are placed in different

ordér. Thls applies espe01ally to the ch01ce of the 1n1t1a1

element, but also to - other ordellng cons1derat10ns. (ThlS

kind of emph351s is famlllar in Engllsh malnly as utressed

will buy~the book"' in German, word order is a common

«mfactor, as 1n<}he less common Engllsh example "OQver the

v.house the llttle alrplane flew.")

The varlous word order rule checks are best '

describedgoee category athartlme,

<

Verd Placement Uerb p051t10r is very closely

,»prescrlbed. The dependent 1hf1n1t1ue (or partlclple) w111
_usually be at the end of the claueer folloved only by . the

ﬂ'iflnlte verb 1f a. relatlve clause, and an end fleld 1f there

is one. The’ flnlte verb must be emther flrst, second or
7,1ast dependang on the clause type¢ {The program. will
p accept a st atement, i e., FVQZ, A Cxavei o8 a dependent 1nf1n1t1ve

~in the_ﬁrcnt fleld ) Verb p031tlon 1s not only a rlgldly

"jpspeolfled 1tem, 1t is central to the whole element word

‘worder‘of‘the,clause. The program accepts certaln

¥ 1 an dealing with a sinplified gramar,.of course. -

3

]

-
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distortiOns of'the”correct pattern as reasonable mistakee.
If the student s performance is worse. than these llmlts,-I
merely assune that he does not know German word order at .
| all. . The follOW1ng account of the progran”’s spec1fic case
_handling does not 1nclude a category of "elsewhere" A

' verb p051t10n ‘other than those llsted w1ll usually cause
elther a fallure of the clause type determlnatlon, or a
\verdlct of "no confldence" 1n “that deuermlnatlon, in elther
event, further word order checklng will e dlscontlnued. .
(The follow1ng*Algor1thm is part of the PHRASEDIVIDER /

PHRASETYEEREPGRT—complex, see a;pendlx E for full"

@

descrlptaon.)

Finit ver p051t10n for a statement°
9051t10n 1 - mnot recognlzed as statement

a b

p051t10n 2 — correct

~p051t10n 3 — 1ncorrect - "front fleld error"
. but tolerated. -In. the presence of .
“this error, no checking is done on -
‘the front fleld (see below) .

e

?Enfta*verb'pOSition for a dependent clauee- -
- at very end —— correct '

followed by one element e correct 1f that element
_ , ¢~ . can be an.end field; otherwlse,
‘ o T - clause- may*not be recognized as,
T . S D dependent. if so recognlzed
- o .. tolerated as. 1ncorrect ‘and’ offendlng ‘
. word 1dent1f1ed as an 1llegal end field. .

»

* Recognlzed only if a dependent 1nf1n1t1ve preceeds or if
* there" 1s relatlve word and some other element before the vexb

Sl
I

\‘l




Dependent: infinitive position in main clause:
. at very end —— currect

followed by one element — correct if that element

: can be an end field; otherwlse, _
incorrect but tolerated. The offending
: element is . 1dent1fled as an 111ega1
> : . : . . end fleld.

P

nelther, but immediately following finite verb — .
- incorrect — "pessiltle English pattern" -
ut tolérated. {(Commare Engllsh "I can”

buy a new car reda},“)

Dependent 1nf3n1t1ve p051t10n in a deperdent clause-'

| ollow1ng f1n1te verb —— 1ncorrect-— "finite verb must
: _ Iellow 1nf1n1t1ve im dependent clause"
1mmedlately preceedlng flnlte verb —— correct
B g
Belsewhere —_— " imecorrect — " romdor p031t10n1ng"
- e - rok tolerated but If finite verb
o el . position is okay processing will
/(’”_~ comtinue, ignaring the p051t10n of
v ' - uine 1nf1n1t1ve.

Y

Sentence Fleld. Ihe " entence'fielﬂ"«elements

1nclude the subaect, obgects, modlfler and“menyupredicate‘
complements,-ln short, Jjust about everythlnm except the |
-verbs themselves.‘ In a. statement, exactly one’ of the
sentence fleld elements is placed dn front'of the f1n1te
verb, 1n the "front fleld" ' » o

A brlef presentatlon of the relevant deflnltlons .

and rules of German grammar ls avallable 1n dppendlx A.
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| Clause word order is malnly a questlon of the
'oroerlng of the sentence fleld elements and the selecticn
"of one element for the front fleld As the front field
: -element, if it even ex1sts, 1s s1mply removed from the
sentence fleld, the program is de51gned to handle word
“t-orderagorpthesfull sentence field. If an element ?//
removed to the;:fron,t‘f.ield, its absence is easily noted; if
_the student selects“a different front~field'elementntham:

the expected one, the word order analy51s can stlll TOETed

directly. IRV o . _

/Word order w1th1n the sentence fleld tends*tc ficcs
':SPgﬁifled in rather vague terms, even by ' the Referemce
"GEmear, varlous rules are offered to the students, i) bl

certaln rellance 1s placed on what sounds rlbht.. Th;

’ program can be’ glven the eipected word order for the:

sentence and compare that agalnst what it recelves fra-

. the students Not Only would I llke the. program to be

‘ more self;sufflc1ent, a, greater 1nternal knowledge-la
:Jessentlal to be: able to produce reasonable error messa;
v' " The most 1mportant orderlng rule is that callet
'Pnews value.? When thls is 1nvoked over other conventﬁmns,
the, program is totally at the mercy of the expectatlon
_ ormatlon. The other conventlons avallable to gulde the
/éizgram are assembled in a "normal word order" ‘ Where

~poss1ble, I have had the program check adherence to the

. . .
) . : L N
oy . /
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normal word order rules:

1. pronoun elements (subject or obgect) ‘must preceed noun -
elements in the immer field. They cannot be shlfted to the
end of that’ f1eld for added. stress;

2. pronoun subJect nmust preoged a pronoun obJect

3. noun—phrase object with an indefinite artlcle follows
one with a definite article. . (Not yet implemented; given

in cext only through examplés, not as expllc1t rule).
o l -
I am not oertaln how best to approach the rest of B
k4

,the cheoklng. The follow1ng cons1derat10ns apply-

hd [

e A way is needed to compare two orderlngs, such - B

as the expected w1th the student s. Simply count1ng\fhe

number of permutatlons is probably not optlmal from an

ﬂ
Lo —

reducatlonal v1ewp01nt although some errors are s1mplj due~ -
A to COnfus1on, others are doubtless more systematlc and« |
‘-should be so explalned. I have done some prellmlnary 1'

1nvest1gatlon into an approprlate algorlthm but not enoubh'
-to’ report here. { D _ ' o L\r‘ ' ' }

- 2“! Slnce there does ex1st a normal word order,l

-

i

. | o
: the student s performance will have to be compared wlth\
I

errors of om1331on as. well as coml351on. That 1s, the
expected may dlffer frombnormal 1n one way, but the i
i student produoes a sentenoe w1thout that dev1at10n, rather'v

| some other.y W1thout reference*to the norm, the program

',would be forced to dlagnose an 1nterohange of elements,i
rather than a "you d1d thls 1nstead of that" report. Fo&

I
,'_",

i

s ‘ ’ M
P
|

|
i
f
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£
example, let normal be "A B CD E", expected be "A B D- E
cu and the student’s clause. stand "A C D E B" assumlng (as
is the case) that there is an appllcable rule governlng the
| mov1ng of an e]ement to the end. The student clearly,
-moved‘"B" 1nstead of "C" but =2 pure comparlson of his with
the expectatlon wlll say that "B" and "C" are exchanged.

o Sentence field w0rd order may. have dlrect '

grammatlcal role under sone clrcumstances. Ordinarily, 7 ®
1nflect10nal changes are sufflclent to ﬁlstlnﬁulshgbetween

>

subgect and obgect, or the semantics arersufflclently

;;unamblguous (e.g.’ houses do not buy people) If nelther
indication'suffices, then the sentence must adhere to

' normal word. order in order to be unamblguous, that is,. the

- ‘subgect precedlng the obgect., (Thls check is not yet

;lmplemented.)‘ ";- 5f . -

Front Fleld Ch01ce. If the clause is to be a

‘statement, it nust. have one element precedlng the f1n1te

- verb, 1n the ”front fleld" slot. ThlS element 1s taken
‘from the sentence fleld as noted above. If the front
fleld contalns more. than one element the program W1ll

' declare’ a verb pos1t10n error, as noted in the chart above.

l-Slnce tne student 1s obv1ously confused about the deflntlon

" of. the front fleld 1n that case, no analy51s 1s done on 1ts ;

‘:fconstltuents.. .If  the front f1e1d is’ correctly formed the

"program must dec1de by reference to the expected sentence ;

~

whether the correct element has been chosen.‘ The ch01pe 1s,1

¥
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purely semantic, so. there is_little"the‘program can say.
wother"than to report correct or incorrect. (The size check
is currently,implemented, the choice of element not.) -
Front Field or Emd‘Eield.El gnts: If a clause‘

element consists of a dependent clause, 1t!Qust be placed—
i"

~in elther the. front or end field. (The "end fleld" follows -

everythlng, even dependent 1nf1n1tivefjfmThe program can
ea51ly check thls rule, as well as referrlng to the
expectatlon 1nformat10n for what might . have been done.,.‘
o (Placement check 1s 1mplemented, reference to what was
'expected not yet ) | |
! Separable Prefix: The separable prefix which

- characterizes manyﬂGenian verbs- falls under rather deflnlte

"lPOSitioning rules: it‘is separated from a finite verb in a

,FV;1 or FvV-2 clause, otherwlse it must be attached. The.
program currently goes to a lot of trouble on account of
thesqureflxes, partly because 1t checks the d1spos1t10n of-
,thezpreflx as part of the clause type determlnatlon, even
h_though it 1s not untll that determlnatlon has been madei%'
that the preflx check}can be done properly. If the . preflx

P

”locatlon is 1ncon51stjnt w1th the clause type as de01dcd

n the type determlnatlon 1s reduced.’

(3] -«

-the.confldence-level

L<_ In reportlng the preflx p051t10n, the program

'kdlstlngulshes 1nf1n1t1ves, for whlch the preflx must

!‘1

o L - : ) \-;«
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hever separate, from f1n1te verbs. - Four categorles of
placement are detected:h attached detached but 1mmed1ately
'precedlng the verb, whlch is treated as attached W1th an.

: rthographlc problem; detached and at the end " of the

_clause, and detached in some random locatlon. The attached
~and detached—(prOper 1ocatlon) cases are then compared W1th i
what is proper and messages are ﬂenerated accordlngly. 4

- The detached—(random p051t10n) case should recelvc‘

%y

more . attentlon, as it may actually 1nd*cate a dlfferent'
confus1on. The separable preflxes are homographlc w1th
“ prep031t10ns., Slnce many” verbs take prepos1tlonal

obJects, the student may 1ndeed have a valld confu 1oﬁ:u;

Y
. o

Jlntrodmci_riiﬂgrds;: Question words and~

subordlnatlng words must be found at the very bCﬂlnnlng of

,the olause. There is a posslblllty of confu ion from an
' - English pattern whlch allows a precedlng adverb. o
“Who’ S on flrst now?"« o »~,t- B
' ‘T,' l_ "Now what ‘11" we doQ" f'
as well as ‘the less common, contrastlve'_

-"He Went where‘?u | _"",“ e o (~ .. ? I “

- %

The program takes some cognlzance of these error L

- B

p0551b111t1es, 1t can analyze a questlon clause even though

- '_"

the questlon word 1s not~f1rst and complaln later aboutd 3f}*‘

“* e O P
. o )

the p081tlon error.-‘

. Cu e - . -
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"Nicht" (not yet imnlemented):" The adverb of
negation, “nicht", presents. sore- special oositional
problems.' Placed at the end of the 1nne; iléld it negates

| the whole clause; placed elsewhere, it negates only one
element or comnveys a dlfferent emphasis. The’program will
have to check. for legal p051t10n> as well as explain any
variation from the expected p051t10n.

Negatlve sentences pose another, related problem,

«pa;tioularly when only-one element is to be negated The
student may. use a negatlve article "kein-" 1nstead of
"nloht"' or, more pertlnent to word orderlng, he may place
the element to be negated in the front field, complicating

the positioning problems for “"nicht".

Partlcles. German has a class of words known as

partioles or intensifiers. These do not count as clause

'elements, and can appear almoet anywhere between elements. .

¢

~ A simple check with the expected sentence 1s about all that
‘can be done here. (The current 1mp1ementat10n ‘does not |
 check what'was-expected,)

w,

Ty,
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Chapter Nine.
- CONCLUSION
This. dissertation originate'd in & desire to fashion
the computer,ihto a'tooi for performing‘sopﬁisticated.answerv
analysis,-i.e., grading of student resporises. 1 have
provided a working program which, while still modest, does
represent 2 Sucoessful demonstration of my principal ideas.
) In the course of the research ‘T have developed
- algorithms to perform many dlfferent tasks Some of. thesp
.algorlthm* .are moteworthy in thelr own rlght of eoual
importance from a technlcal v1ewp01nt I belleve is the
a:semblage of many réutines into an 1ntegrated whole. The
1nterrelat10nsh1p of the,varlous parts allows ‘the prog;am
as a whole to surpass its. 1nd1v1dual components and in so

d01ng, prov1de an 1nd1cat10n of the more réfined performance

which will be avallable 51mply by upgrading the varlous

’ constltuent routlnes.

As another achlevement, I clalm a good beslnnlng of -
a sound theoretlcal base for the analy51s and expl;catlon
of errors. My theory provides guldellnes pertalnln" both
_to the process of plnp01nt1ng an error and 1dent1fy1ng its
probable cause. ' | » J

In all honesty, several aspects Sf the current
1mplementat10n represent but a modest success. For one

| thlng, the program can presently accept only a very llmlted
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rahge of éramma%. However, the-limitatioﬁ is due 1arge1y~

" to considerations of time and effort on the Part of the

researcher; I see no major obstacle in the path of \

increasing the grammatical complexity significantly while

.retaining the program’s present. structure, _.

' The program lacks a formal graimar, raking
assertions about the state of ‘tompleteness of_ the
grammatical checking very difficult. * Yet I Qouid venture
‘/that a great many of the. 1nterest1ng features ol natural
 language nay be most profltabl} cons;dered as =z collectlon
of special cases, if this be so, a flex1ble dpprgach

capable of easy accomocation of anv sp601al case checklnb,

is 1ndeed approprlate. The issue of completeness can be

. settled by the Rcference»Grammar, by 51mply insuring that

checks have been programmed for all the appropr¢ate rules.;f
A serloun shortcomlng lles in the llmltatlon of the
prbgram to a singlé, . specified sentence. 'Thls difficulty .-
is rooted in: the basic desién of,the.analjzer; even so,“Mﬂ
' there are seVeral ways in which the'program_can.be improved
to soften the 1mpact of the 11m1bat10n. _For Specific |
'educatlonal apollcatlons, “the. 11m1tat10n is not always a'
,<terr1b1y unnatural one._ In sum, * this dlfflculty represents'
but one ., of many aspects of the.program, it 13 not an - <
'overrldlng falllng, but must ‘be welghed 1n the balance |

w1th the other p051t1veband negatlve features.
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~ The text~of this dissegtation has'détaiiéd nany

positive oontrlbutlons. I might list a few here in sunmary:

5

' the ability to analyze entire sentences, i.e., complex
‘structured responses,‘ the produCulon of detailed _error

| rep0rts; ‘the ability to cope with multlple Jndependent

errors; the 3551gnmert of proper credlt to each aspect of
performance even in the presence oi related:errors. Most

important, I have aimed at construction of a grader which

~ would not be a liability to am instructionel program, but

 Vrather would be able to lead the way to more 1mag;nat1ve

teachlng through its: ablllty to gather lar e quantltle of
1nformat10n on what the student hao done. I am.

partlcularly proud of the program ‘s ablllty to

, 51multaneously follow. dlverse aspects of the student

" general performance. o
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~ Chapter Ten ‘
RECOMMENDATIONS FOR FUTURE WORK

-

There is no shortage- of . possrbilities for future.
development of thlu progect. The capahllltleu of the
analyzer can clearly be 1ncreaced markedly on a number of
fronts. The educatlonal promloe of the grader can be
reallzed by constructlng an 1nstruct10nal program Lo’

tlllZe the 1nformat10n extracted by the grader. And on a_
broader scale, many of the general pranc1pies I have 3
eluo*dated as well as some of the spe01f1c technlques,
could be applled to Computer—Ag51sted Instructlon in other

subJect 'areas.

The program has many 1oose ends. Some, like the

| restrlctlon to present tense verbs, are the result of
- 51mple constralnts of tlme and effort in any partloular
| ‘area: In other 1ne*ances, such as word—order cheoklng, thet
r_ 1ncomp1ete state of the grammatlcal analy51s also reflects
“ ,fmy need to have: somethlng to show for the overall '. |
demonstratlon of the grader. Ip‘the latter casé, upgradlng -
:jthe program s capabllltles w111 probably enta11 some local

-*ebullding.,l . "‘:[af.‘:‘;: “‘W_e
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' Overall the program is in falrly good shape
concerning extendability, as seme’ og\tée more recent
additions testify.“ The addition of facilities to handle

v:prepositibns,‘for instanee,:was gquite straightforwarqand~

’;simple,r‘A characteristic function Was created to'determiné

a word’s membershlp 1n the set of preposltlons, 1mplemented

tr1v1ally uslng the LISP property—llst feature A slmple
| functlon, modeled on those used for noun phrases,
‘;establlshed a tructural context for the analysls of the

.

'preposltlonal phrace the mechanlcs of scannlng back ffB@
‘the phrase\to claln the prepos1t10n was alread5 contained
within the general eyecutlvo routines. A

In “nother 1nstance, I once decided to have the
program automatlcally adapt to'the paraphrase of a ‘noun
.phrase,by an equ;valent personal pronoun. At the p01nt

where the program noted7the ab sence of the head noun, all '

" of the 1nformat10n was already avallable to specify the .

pronounlﬂrelylng on the prog{;m s internal knowledge'to,
.determine the’orthographicﬂform,asAWell; There. vas 1o
difficulty faﬁricating the.nécessary:search ¢ommand 'by
'dupllcatlng -the equlvalent Phas e One act1v1ty, the
mechanlsm for carrylng out the search is preclsely the
‘routlne already used for pronouns.f‘ ST - p't{

h17

* The paraphrase feature was removed durlng a subsequent
reorganlzatlon. It is easily reintroduced as a special-
case,: but’' I have preferred to,delay until I could make it a
part .of a more comp ehenslve check on- ektra and mlsslng

© Words.
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Here are some of the ways in which the program might

be improved. o -

Addlulons to the Grammatlcal Capabllltles-.

c b
There is no limit close at hand on. the e: panslon of

'the program ‘s gramnatlcal.routlnes, even restrlctlng
conelderatlon to the needs of a first or second year

i 1anguage course. The 1mprovements suggested here represent

those'thet seen the most immediate candidates at this time.

Verb tense expan31on, especially to past and periect

tense: ThlS requires that the program have the: ablllty to

‘distinguish the congugahlon“‘ patterns of verbs in the past
C.tense, not too great an exten51on from the current state.
. The formatlon of past part1c1ples is more complex, due

to 1nterference from preflves and the preposltlon nzu".

Furthermore, the dlctlonary 1nformat10n associated with

" each verb would need to specify whlch aux111ary is requlred

9

.to form the perfecf tense. More complex checks are

required to automatlcally detect the substltutlon of one

tense for another, .particularly with the perfect wbere an.

| extra word is 1nvolved. (Note that the verb analy51s is
- already de51gned to- delay its. decision whether a. partlcularxe
© verb is 1ndeed the finite verb of - the clause, pre01sely -
to nemdle the. case of an. unexpected (or m1551ng) auxlllary )
lA rather 31gn1flcaht effort is requ1red to ass1gn a semantlc
-1nterpretat10n to a 1nterchange of tense once it is |

: 'detected.



- 162 -

~ -

Articles and Pronouns: Some of my more recent ideas

in error fneory need- to be;apnlied to the pronoun analysis,
.particuler those dealing witn the representation of strang
and weak'correct. Slmllarly, the probability method for
checklng article 1nflect10ns should be 1mplcmented and
tested. More mundane top;cs include article substitution
analysis, which needs considerable refinement, including
some semantic con51derat10n for certain cases and pronoun
- forms relating to- the second person familiar, which must be

handled bet t'-er .

eggtion:?The progran should be able'to.handle
'nnegatlve sentences, preferably through an automatic .
. mechanism. It should have 1nternal knouledge of how N
to negate an arbitrary sentence, as_well as diagnostic
capabllrty. " This w1ll'1nvolve p051t10n crlterla‘for the
adverb "nicht"‘and.rulessrelating‘toithe nse of ‘the '

~ neg,atix}e article "kein-'.

1

- Word order. The check on the order of the senuence

‘field elements must be 1mplemented comparlng agalnst ooth

. normél word ‘order and tbe expected orderlng. % nave )

' addressed tnls toplc to a certz 1n extent in ﬁhe maln
dlscus31on of word order (Chapter 8) The problem is very
dlfflcult, 1nvorv1ng a number of looseJy formulated rules

and appeals to semantlc crlterla' 1t may well requlre that

addltlonal 1nformatlon be prov1ded ‘as part of the sentenoe:

"

-descrlptlon.

Q

o st Bvom, g
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Inf 1ected Adjectives: These w1ll provide a profitable

Aarea for furtherework'in complex error analysis. $he
vprogrammlng W111 1nvolv1n8 attempts to match up the
inflectional patterns shown by fhe adgectlveﬁplth those of
' the noun and art1cle, and all that against both what AR

expecfed and what is grammetically correct.

Additions to the General Analytic Capatilities:

Detection=and,recovery from misspellings constitpfe

.an essentlal part of further development. I am awne o

\

‘work ‘on misspe)linys

sh <ref. 18; Symonds, 7900
and French <ref. 14.3; Shholl “1972> 1nvolv1ng consonant

' ubstltutlon and vowel ellmlnatlon as part of the mstohlng
3&algor1thm. Qulte p0551b1y sipilar effdrts ex1st oy
-German. I thirk that a moﬂerafo approach would probzbly

sufflce for this proaect, to catch such dlfflcultles as the 

“sch" phoneme, or the "1g"—“1ch“ sufflx 1nterchange ‘
Clearly some discussion WIth experlenced German teachers is
1nd1cated. In terms of the program, bowever, I insist on

attemptlnn 2 maximum separatlon between 1nf1ect10nal |

- changes and mlsspelllngs, I w111 not have the mnsspelllng

r-routlnes 1nterfer1ng w1th the grammatlcal analy81s, nor a

grammar error detected only as a mlsspelllng.

-

Loglc to deal w1th the capltallzatlon of. nouns‘and

Some pronouns would represent a good addltlon.' Some

conventlon is needed for conveylng the upper and lower case -

v

—

EA T
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distinction on a teletype, of course§ the searCh.functiOns’
B would need modlflcatlon SO as. rot to be distracted by the -
case—shlft indicator. As far as checklng is concerned, all
the word analy51s routlnes already call on a common

termination functlon, that function could easlly be.

expanded to do the necessary checking.

Curriculum recommendations stemming «lirectly from the
anzlytic procesa ghould be made available. To clarify this
n@tlon, c0n51der that the‘major portion of a grading a

. analysis report concerns what the student knows and does
:not know, 1nformat10n of dlrect 1nterest to a teacher who
imust<dec1de which currlculum to present. There is another
area in’whicn the operationvof the grader 1s pedagoglcally :
1nterest1ng, -to w1t, the llmltatlons which two obstacles
1mpose on the grader” s aolllty to gather- 1nformat10n';the j
1nherent amblgultlas 1n Germfn grammar and the shortcomlngs-
of the programf gu1dellnes for the 1nterpretat10n of

' errors..r . Q ' | | 7 ;

. The progran is unlquely able to detect when 1t is in
trouble, what it does w1th trat 1nformaﬂ%on is another
_matter, clearly 1ndlcat1ng an area for future research
.Currently, the weak . correct dlagn051s 1s the magor!

x'dnrrent manlfestatlon that the program has encountered av |
grammatlcal amblgulty, but not all of ‘the 1nflect10nal Q

g”checks (and none. of the word order checks) Correctly detect"

weak correct,51tuat;ons.‘ In addatlon to merely reportlng

i
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that a weak discrimination occgfs, the program.ought to be
able to point out how a differentvformuiation of the
- expected sentence would have av01ded the partlcuiar -
1ndeterm1nacy. - - ' ‘ .
_ Consider a simpile exemple, taken fromrinflection
- checking. The student is fo produce a dative neuter
article, i.e., "dem”, but instead has written "das“. His.
fiistake can be inﬁfrpreted.in two.ways,'eithereas an -
.eccusative'neuter (not a bad guess if dative is correct): or
‘a nomlnatlve/caseless neuter. As both have the sane ‘
o form, there ;e no way for £he program to be at all sure
what thé student had 1nﬁm1nd.~ However, it uhe,sentence had .
been such that a'masculine-erticle was required, the .
particular inebility to distinguish hominaﬁive flom
accusatlve would not occur. For the program to make a
COmment to that efiect, such as "Lry a mas sculine roun in '
order’ to clear up this partlcular amblgulty," should nof\
require a very great addltlon to 1its grammetlcal N
icapabllltles. | X
In the dlSCUSSlonS of various technloues of error
interpretatlon for 1nf1ect10n, I descrlbed an algorlthm _
which: would have the ablllty ho flgure out the approprlate
.currlcular recommendatlons to get around grammatlcal

. amblgultles.*" Implementatlon of that algorithm wou]d ‘seenm
'_a good place to begln. For word Qrder, I

really addressed the problem of reportlng analytlc amblgultyl

© % .See Chapter ‘7, description of probability metnod..
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andwthé ways to~avoid it. The level of confidence given by
the PHRASEDIVIDER package reflects analytlc troubles, but |
those du€ to grammatlcal ambigulty a1e not separated from
general confusion by the student I have 2 few general
ideas of-how to proceed with the necessarJ work I am
confldent, again, that _the addltlonal Capabllltj w1ll

,represent a fairly naturai exten51on of the existing

progran.. : T . :

~“Addit16ns to‘Ingrease the Program‘s General Awareness: .

The search functlons should pay more attentlon to .
.context. For 1nstance, they should con51der whether
”.prep051tlon been seen, or if an expected comblnatlon of

X
»-adgectlve and noun is present._ To achleve such 1ncreased

"»~attentaon will requ1re more elaborate preproces ssing

:ﬂfWthh WIll be neoded, a number of,

operations durlng Phase One of the analys;s. For the

program to be aware of the varlousﬁcontextual con51deratlors

ta structures will have o
- to be . set up for a spec:flc sentence. Furthermore, each of
the search routines will need modlflcatlcn to prov1de for 1"
handllng addltlonal parameters, and to 1ntroduce a certaln -
amoUnt of 1ntercommunlcat10n between the 1nd1v1dual search

-yt

: functlons. .

o See. d1s0u3510n of 11m1tat10ns 1n the word match
algorlthm, Chapter Ba - : .

e

-~
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Y

Dependent clause analysis is currently hampered by a

S~

“certaln vagueness in thé. setting of clauseaboundarles.v'

Some pf the dlfflcultj stemrs from the deferral of the

ke : \

npronoun search untll the very- end of the search Durlng

&

the“regular scannlng of a clause, a correct ‘instance of%an

expected pronoun should be 1mmed1ate1y clalmed by the

.appropriate fJnctlon, 1ust as is-done for nouns and other’

3

maJor words. In any event, even wher dcferral 1s

necessarv, the program should he generally aware‘of the

. ex1stence of unclalmed pronouns 1n the 1nter10r of the i

clause, S0 that 1t can tell whetner to proceed past the
last maaor word of a crause during. the pronoun search

“Note that if the. student s syntax 1s correct there is no

><prob1em determlnlng the clause boundary the dependent

1
N

,p\

clausé’ wlll be dellmlted on the front by the subordlnatlng o

word and at ‘the end by the f1n1te ve;b': But the student
may not be correct in Whlch case a pronoun may be the last

word of the clause he Creates.‘

v
-~

r - . -
2 B3 t
PV

A magor area fOr addltlonal work- concerns the .

.

) analyzer S response td word presence errors: omlss1on of

Py

. rather stay away from at thls point. Nonethele ss; there*is'_'

 constraints of the present research.

" .a*.-'v

expected words, add:tlon of unexpected extra words, or~

substltutlon of ‘one word for another._ Thls toplo 1s a

‘ .

Pandora s Box, as 1t qulckly turns 1nto a questlon of

analy81s of arbltrary natural langpaée, a problem I°d I

quite 'a bit of room for improvement even within the general

. ’ . . . ’ . 5 -
K _“a""w

3
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3
Pure omission is probabiy the easiest'of the three to
N handle, as- there is no need to.cope with unknown words and
' their structures, yet a meanlngful 1nterpretatlon of the
.Tomlslon nay be somewhat trlcky, partlcularly 1f what the
,student has produced does’ have an 1nterpretat10n in correct
vGerman.' Pure addltlon of words, .on the other hand, most
-l qulckly becomes unmanageable. Given access to a
dlctlonary, the program mlght be able to 1denf1fy some
unantlclpated words and deal wlth then u51ng a small set of
| heur1st1cs.~»‘ | | |
Subst1tut10n 1s pe naps the most 1nterest1ng of the
three types ot presence error. It is strongly related to
both om1ss1on and addltlon. When a-substitution occurs,‘
‘the expected word will not appear, an om SSlOn, an extra one

Qu

¥w111 be present 1nstead, an addltlon.‘ I, there is any loglc‘
:behlnd the subsiltutlon, ;he inforzation about the expected
'_word wlll stlll be partly appllcable°r e ey noun, head wordb
. of = an. accusatlve oLJect, etc. Pronoun paraphrase is | '
,probably best treated as a spec1al casé of substﬁtutlon.
| When changes from the expected occur in the actual
| lex1ca1 words the student employsj the program must be
| prepared to respond w1th some dlagnostlc comment on the
»'resultlng semantlc 1mp110at10ns.' This again is a wide open
"subgect., Two observatlons, however.l Firstv if the program

'can 1dent1fy the unexpected word, using a dlctlonary; then

3 ER&C it can perform the normal inflectional checks relatlng to

wll Toxt Provided by ERIC
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that word even without lknowing the meaning.* Secondly, the

task at hand has veen defined as the teachlng of German

grammar, and detalled dlscu551on of flner semantlc p01nts

.mlght well be deferred to another time.

vﬂThe program(currentlyldetects missing words in one of

‘twq ways. If'a major word is misSing, its WDLIST entry
aw1ll remaln even when the end of the clause has been |
' reached.' The absence of functlon and other woxds which are

" the subgect of directed search will be noted at the time of

that search.’ The absence of maaor words is currently noted
in a most cursory manner; an obv1ous expan51on would " be to
follow the cross—reference p01nter to the correspondlng
SDLIST entry so .the program could at’ least refer to the
entire clause in maklng 1ts complalnt. That p01nt would

also be . the t1me to con51der whether a substltutlon may

: have occurred, most llkely the program will have to malntarn

a llst of unrecognlzed words from ‘the maln sc¢an for
reference at- this p01nc.- o \,"fV ' o
- All the SDLIST functlons, at least those

correspondlng to topalevel clause elements, would have to be ‘

fmade sen51t1ve to the prospect of belng actlvated on a -

Jorwword m1551ng ba51s, as well as the current maaorqurd

found condltlon« The ‘case of pronognxyaxaphrase is an |

,example of thc hlnd of Complexlty that must ‘be’ handled- - the

¥ The inevitable spec1al case,.ln which elther the new cr

old vord has some grammatical anomaly, should be noted in -
that word’s dlctlonary entry. : N
S ‘ %3
= ) oL . ‘. L \“ .
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SDLIST element would be activated first for theynissing
‘noun. Later, if the pronoun were'found,'it would be entered
in ‘as part of. the pronoun analysis, if the pronoun were
~ notmpresent, then action appropriate to the omission of the
: woriginal noun would be necessary Other eubstitution ”
analyses will be equally, if not more, complex.i»‘

T For those words whose OmISSIOn is noted during a
'bdireoted search, a different strategy is needed here is,
of course, no problem detecting the absence. but because

) part of ‘the clause element will be present in this case,
~the error interpretation may well be more involved thiza
n'merely stating that such and such is absent For instance,\
Cif both tbe article and adgective are missing from a noun .
,phrase, toat absence should probably be treated as a single
| event, not as two isolated errors. The solution seens to
eqUire that the [SDLIST] analytio functions do fore than
o Just aCLivate lower level analyzers ; when. the lover level
bwork is done, the calling ftnction must delve inco the\i
»resulting ‘data stiucture and determine what has taken
place, ass1gn an interpretation to 1t, and so forth For
| example, the Noun Phrase function currently Jjust sets up a
context for inflectional cheﬂking. Under’ the proposed
improvement, this function would have the responsibility to
.notice other features pertaining to the nown - phrase as a
tiwhole. For instance, if -an expected article is not
'present, the noun phrase function would deCide why thé
»article was needed in the first place and produce an

-appropriate comment relating to its absence.
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The samne functions would appear to He the appropriate

.locatlon fca heurlst10° to handle detectlon ‘and araly51s of

exvra words. The middle of a noun phrase is a good legal
-place for an adgectlve, for example, and the Noun Phrase

functlon should do its best to accommodate the student who

insists. on d01ng m/re than he is told. Perhaps the program"

should be sens/tave to certaln probable errors, much as
. .

this runs afgainst my general phllosophy of not look:mo for

V spe01flc antlclpated errors in the graalng process. -Thus

-

1g/a constructlon in. Wthh one noun modfiflec another, the -

4

/Engllsh pattern may gain the epp

- F _ _ N WAy & . er haxd: "Drlngen Sie nlrﬁ_‘
'/ein Glas von Bier“,("Bring me a g s made out of beer“')

<ref. e 3, Kufner). An” extra prep051t10n might well ke

antlclpated in thls and several other env1ronments. .

>

".Creation of,an IﬁstruCtionalpProgram -

. \ -
The grader was de31gned for use by an enllghtened o

computer tutor. . though the progect is Stlll _Very llmlted

Eln scope, the essentlal characterlstlcs are how fairly

«fclear, enough to allow research to begln on an

" instructional systems, rather than one rlgldly llnked to a

1nstructlonal system whlch uould use the grader s spec1al
analytic’ capab111t1es. I am not - entlrely sure what form

such a_system would take. One of the de51gn crlterla was

to prov1de a grader which would be an asset to a varlety of”f

-spe01f10 1nstruct10nal phllosophy.t
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I see the [computer] teacher as belng qulte

,respon51ve tg ‘the 1nd1v1dual student. A basic prerequls1te

of 1nd101duallzatlon is that the teacher have opec1flc
knowledge about the student, p;obably the more the'
1nd1v1duallzat10n, the greate he amount of " 1nformat10n

needed. My grader handles large résponses not just betause .

‘they are peﬁagoglcally de81rable, but also spe01f10ally to'p

speed up the flow of 1nformatlon from the student to the _

~ teacher:” ‘In- thns context, “the vést amount of dlagnostao
,1d¥ormat10n takms on a new usefulness, rather than |

,r:iresentlng absolute verdlcts for 1mmed1ate (or nearly

ediate) actlon by the teacher, the grader reports may

~ Jjust produce, mlnor adsustments of the various parametezs in

a model the teacher mlght malntaln to reflect ‘the student s"

understandlng. Currlcular attentlon could be dlrected to a

| difflculty as.“necessary" (an arbltrarlly complex'condltlon)’ﬁvd
"perhans after a serles of small errors, or a pattexn of i

‘ scattered errors w1th one. flnal straw Cllnchlnb a hypoth651s.

%ﬂearly a great deal of developmental effort w1ll precede "

'the appearance of an operatlonal 1nstructor., I would hope'“
‘that the resultant program would have suff1c1ent dlver81ty
":and flex1b111ty to pose ‘an answer to the followlng eloouent

o cr1t1C1sm of mechanlzed 1nstruct10n'

* The skliled teacher has many obJectlves to
-._dork from. - Sh€ is not concerned &bout
- getting -thém-all done. ...[she can ] seize the L
 opportunity .to do partlal gbjectives well. : oo
‘They ‘will reassign goals on the. spot. The ‘
‘_recon51derat10n of priorities is the '
- portant purchase that we make when we- chose
_— skilled teachers rather than programmed .
- materlal.' R <ref 16 Stake, 1967)
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. Applications in,OthertAreas

' < s ) N
- Close to home, the analytic technlques of thls

-program should be appllcable to the grading of other
natural languages. As noted in the 1ntrodnctlon, thls

1pr03ect 1s very 1nt1mately 1nvolved with therspec1f1cs,of

:’hthe German 1anguage- NevertheleS, many Of:the generai

" the stduent

V'Other Subjeots.f -'f 1-‘.‘:_ ' __~!J_r;u_ .

'_pr1n01p1es used - by the grader have w1e31 applicabiiity.7
“Spec1a1 cons1derat10n w1ll be necessary, of course, to-e

"handle the partlcular features of each language, but much -

of” the underlylng archltecture may be useable. Thus, for

7‘1nstance, French arthles must agree wlth the noun in

| numher and genaero‘ Although forms and patterns are

dlfferent from German, the general notlon of” guess1ng what

in mlnd 1s still valld. Spec1f1cally, One-‘

of three ‘me hods (s=e Chapter ) would probably be directly

appllcahle,_albeltvwlth.a dlfferent set of parametegs.,

-

s
. e

-

In ‘other subgert domalns, thewgrammatical‘analySis.

: Capabillﬁ%@ﬁ}ll be less pertlnent than thetaeneral _
_phllosoph of my approach to gradlng.. Language teachlng :

has no mog,po}y on the notlon that gradlng should be done
via. eppf%;ram that is competent 1n the subgect domaln, that'

]-con51deratlon must be- glven to questlons of partlal credit

and’ multlple errors\\and that reasonable explanatlons may

2

,ex1st to account for the students errors.

1’ ; . : e - s S
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For a 51mp1e example, cons1der a problem that arlses

&
1n elementary muslc theory courses. a. short serles of notes

is played fbr the student, who . must write them down.v Ihe

\student is not expected to have absolute pitch, only

'frelatlve p1tch the cbject of ‘the exerc¢se is to train his

)

recognltlon of 1ntervals and trans1t10ns between notes. o

_Therefore I would expect a grader program to have at least

a. mlnlmal ablllty to. transform a response to a dlfferent

| key. J(For 1nstance, 1f the sequence "C G- v were

':presented the grader must be able to recognlze as -

equ1valent "A B B"~ "G Cff A" and many others )

“To contlnue 1nto the- problem more deeply, cons1der

| the follOW1ng dlfflculty.k Fol”51mp11c1ty, I w1ll assune
| for the moment that the student S flrst note will always be
| cons1dered as correct (and useslt to 1nd10ate to the grader_,;
ﬂf’the requlred transp031t10n of the whole response).,,‘he

fstudent ‘may’ Sp601f} the second note 1ncorrectly, but get.w

: the thlrd one rlght.. Clearly, a theory of how. he is going

: errors~ flrst to second, and second to thlrd.

- -

_about his task is needed. If he is merely record1ng the .

flnterval between succe551Ve notes, then he has made two.

@

>

Alternatlvely, if he is: also functlonlng in. some global
context in which: 1nd1v1dual notes are related to all that

comes tefore,.then perhaps he hasy comm1tted but a Sgiﬁgf;‘

f,_ezror' ‘the - 1mproper speC1flcat10n of the second note,’

: Notice the assoc1ated questlons of whether a s1ngle error

:.shOuld provoke a transp051tlon of the remalnder of the

3 - i : . : £

©
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responue and 1ndeed whether there night be an error

localized .to the first note wh1ch~woula also affect the

partlcular ‘transposition performed ' " |
Contlnulng the analyS1s a bit furtner, one might

con51der the conceptual underplnnlngs of the problem.

-

Perhaps the seouence cf netes lo somehow rclated to spe01flc]v

harmonlc 1ntervals. In that case, 'it woulad be worthwhlle to

]
hcheck whether a wrong response could be“accounted for by

-~

the hypothesls that the student has chooen a alfferent but
Stlll approprlate 1nterval. Other'errors Elght bc traced

“to the student not knOW1ng the correct formulatlon of & ..

o
{

partloular 1nterval.

4 !
!

In sum, cléarly competenoe 1n the subgect domaln is

**fnecessary but not Suf;lClent- A Comprehenolve approaCh to :

\ “

Gradlng requires two other COmponentsﬁ' attentlon to. var1ous

aspects of error analy51s and a way of 1nteurat1ng -

)

. 1nformat10n about the expected response w1th the" ablllty to

analyze the materlal standlng alone "I have prov1ded a. .
worklng example of a grader for German grammar lnSurUCtlon,
and hope that other progects Wlll come ‘to apply what I have

learned—for thélr own subgect area

-
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A Brlef Presentatlon of Some Portlons of Standard

German Grammar, wlth Partlcular Import

for Word Order Analyszs e

<ref._,.4, Lederer—Schulz—Grleshach) gives a qulte
stralghtforward dlscu331on.oflthe ba51c structure of a
sentence: - o ,t | f,’ ‘ o

The PREDICATE is the mest essentlal
functional unit of a sentence, and includes
_all verbal .forms of the. sentence as well as
" many verbal complements. It ...  forms the :

VSENIENCE CORE.
‘ ' ' <ref 9.5, sec, H110>

aentences cve. FOHSlSt ‘of one or-more . -
- CLAUSES, each-of which contains SENTENTCE
- UNITS: (words or. phases) which can be =~ -
recognised as constituent members of the
. %~ . sentence. These sentence units are placed . -
e into-a grammatical and logical. relat10nsh1p o
- to. one another by means of a redlcate... R
, o . <ref 9 6- secd H002>

"ThewGermaﬁf;prédicatE" coﬁéists of,the~Vérb»and certain‘

: closely a53001ated complements.- All other parts of the
’sentence, 1ncluding obaects, (whlch‘ln Engllsh are usually

-_:part of the predlcate) the subJect, and varlous mOdlflé;S
are con51dered under the c13551flcat10n of "sentence ’

un;ts“.‘ They aéé grouped*togéther 1nto somethlng called

il

{,.
i
{
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the "Sentence Eleld", which is most strongly 1dent1f1ed as
a description of" phys1cal locatlon w1th1n the clause. The
sentence fleld 1s dellmlted on both ends by the spllt
predlcate (whose parts are labeled V1 and V2),-as shown'

i
/
¢

_Anterior limit . ‘.1 . POStellO%'llmlt_'
:I;' o sentence fleld | ) 'If
l V.}' ‘..'?c:;C-I...O...‘...‘ ..... "o o8 v/f2”
‘ﬁHest;'v du das Buch gélesen"f
. o Ha._\,r:' [
<frem ref. 9.7; sec. HO22>

- . > ’ . . -
. : y
'

. The full declaratlve sentence has- two other slots,
an end fleld follow1ng the seccnd part of” the predlcate,
“and a iront or prefleld before the fhrst part. The end .
fleld contalns one uentence unit wh}ch must be one of B
certaln sp601al types. The prehfleld is usually a581gned

‘ '°xces51ve 1mp01tance by ncmsuermans because of our strong

i
”assoclatlon of the posltlon before the verb w1th the

ot

‘.grammatlcal subgect of the sentence. In German, the _
pre—fleld has very llttle syntactlc 1mportance, it does not

even exlst 1n many types of cleuses. .When 1t 1s present
J

its functlon 1s malnly semantic (a 1ink to what has cone

‘before), syntactlcally, 1t is treated as a tr1v1al

,pos1t10nal»transiormatlon. j

. , ) ) .

1DECLARATIVE STATMENTS. normally have one .
sentence unit precedlng the| first part of the
predicate. This unit in the prefield of the -~~~ =

o sentence fulfllls the functlon of a. contact ’

‘q f
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S

member .with the precedlng sentence of a

- cormnected utterance or discourse, or ‘serves
to arouse intereést._by referring to a
particular concept.. It neither loses its .
grammatical and logical function within the

" sentence, nor its claim to its normal -

- position within the sentende field, to which
it reverts if the sentence assumes a. :
dlfferent form. ) =

- <ref. J.8, sec. H052>

T8

The movement oi V1 to the posltlon followlng Va
“,(the famous verb—last order of relatlve clauses) 1s

1m11arly treated as a 51mp1e p051t10nal transformatlon
w1th nq{further_slgnlflcance on the -sentence structure.*

l .f' 'l \:3 ,
I have one chanoe in the Ledercr—Schulz—Grlesbach

- _scheme, 1n thelr partlcular dlstlnctlon between predlcate

- complement and predlcate modlfler.. I will not deny that

the notlon of predlcate complement is valld for the German'
language, nor the rlght of the teacher to present thlS -
~ concept as he chooses. For the gradlng purpo es of the
program, however, Itwould.ogserve- . | »C

1. The dlstlnctlon 1s subtle, and thus one may expect
:that a sfudent w1ll fall to make it properly.

2. Because -the dlstlnctlon Ts subtle, it-is easy to‘add

7_1t as a sp801al extra con51derat10n for' checking \\"

clause—element pos1t10n1ng. (Even the Reference<Grammar

o

£

S, Thls is not qulte accurate as there is sometlmes SR .
1nteract10n between Vi1 and pasis of V2, but that is a mlnor
con51derat10n entlrely 1nternai\to the predlcate.

A\

Q

- 51.,1."_“=r-

_ 4
o
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tends to con51der predlcate complements along w1th sentence )

‘ elements when dlscuss1ng word order <ref. G.9; sec.

H233> )

™. -~ -

Some complements e;é deflnltely tied to the verb
and appear with it in a dictionary: the "separable
prefixes" are a good example." They are further _
’dlstlngu1shed in that they cannot appear in the prefield;
'the example s20a 1s not pessible 1n correct German.
s20. Der Zug faengt aﬁ. B .gThe train_Starts'uo)"‘
,-fs20a; ‘;.An;faengt der Zug. ST .' 'f}- o

( "*» parks an incorrect sentence) .

' These complements clearly co -belong W1th V2, as -
they are qulte closely t1ed to it structurally. A large
”number of the predlcate complemen+s, however are less

strongly attached .
1) / ',' B - . “)

S2i..v; Hans wohnt in Berlln. - ~(Ha;svresidesein.Berlin.)
's21a;- * Hans wohnt. :-j'f A(Hansrresides..)
’ 522;;.,gHans arb81tet in ‘Berlih. (Hans works 1n Berlln.)
.ézea., Hans arbeltet. | . (Hans works.) _
':séB;”‘f In Berlln wohnt er.” ‘(He res1des_1n,Berlin.)

R s24. In Berlln arbeltet er. (He works inlBerlin.)

S21a is not a complete clause; and.so the prepositional
~ phrase."in Berlin®" is formally considered a predicate
N e ’ T T : - - R f : ‘ S i -
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complement. S22a, on the other hand;sis complete, and so

~

the same phrase "in’Berlin" is considerEd‘tO‘add
"noneessential" information &nd is considereé afpredicate‘
modlfler, wthh is part of the sentence field. Both 523

{ and. s24 are grammatlcally correct however. (s24 may be g
bit unusual, but it is grammatlcal ) Follow1ng Kufner
<ref. 7. 4>, I would llke to use an extended notlon to apply |
to both sentenc\ elements and loosely—bound predlcate'- h
complements.,c B ";Mﬁ_lu- . ‘, o f:J‘ .g°

~ The partlcular predlcate complements whlch I want

to classify as clause elements can easily be confused W1th
the modlflers.“ ‘The Reference Grammar actua_ly admlts thel'
narrowness of the d1v1d1ng llne, and offers as a test the

' crlterlon of neces 1ty (as dlscussed above, 521 Vs s22)
<ref 9.103 sec, H233> The predlcate complement is- by no

,mecns the only requlred element in the sentence° the o ”
prlmary“obgect is equally.lndlspenslble:i

B

s25:". Ich kaufe ein Auto..f (I buy a car.)

»'525a}i. * Ich kaufe. -‘;' (I buy..)
‘ sZéi' Ich bltte um dss Brot (I ask for some bread )
_§26a:v;,* Ich“bltte._ : (I ask -.)

~

A‘

S25%a and s26a are not complete ciauses, because they lack
objects. Slnce an obaect may be a prep051t19nal phrase in’

German, the dlstlngulshed positlon of" the predlcate

- )
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. the error-oriented analysis.
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3

complement becomes further eroded. Cempare the three

examples given so far:

s21: . ~Hans wohnt in Berlin, (Hans resides in Berlin.)

s22: Hans arbeitet in Berlir. (Hans works in berlin.)

5262 "Ich bitte um das Brot.. (I ask for some bread. )

———

| Based on the above discussion, 1 clazim that the .
distinction of predicate complement is not a major

structural one. The disQ}nf*iehing features are Leriuous

even for a formal theory; axpect a clear distinction

from students in an elementary course is unrealistic. 1

feel that incorporating a complexity which is_zet reflected

I’in'the‘b'elrlrswio'r,‘of the student represents a hindrance to

| /
I ‘have, therefore, adopted a 51mpler scheme than
that of oh° Reference Grammar I u%/,& her s tegm,

"clause element", which he defines F@:aﬂy ccnstltuent that

can occupy the prefleld <ref. 7. 5>J In partlcular, clause

eleuents 1nclude all the Reference Grammar s sentence
elements, as well as the less clogely bound preélcatc
complement. - I make up for the change by‘1n51ut1ng that the
distinction between predlcate con 1ementfand predlcate

modlfler be kept for determlnlng the proper word order.
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Appendix B

Table Used in Inflectional Analysis
for Intent-guessing Method 1

Input: Article endlng + noun 1nflect10n + expected value.
| Values: ;ntent—guess, wlth confldence level. - :

+ e + 4

Descrintion: =

" Data which will come frCm the.studentfs reSponse:
| | actuai article,ending ~— "ending"
nblm stem/ending - — "noun-" 4+ tg" or vpv
/1 "Sh —~ (Slngular) no change from stem forn
"p" ~ stem and/or ending changes, which:

"p (~m)" - include ‘“n’ ending -
"p other" -,no ‘“n”’ endlng

Data which will come from descrlptﬁve 1nformat1on suppl:ed
to the program: o N |
proper case S "ekpevted case" ~

prOper gender — (JUSt 1nd1c¢ted as "m", "n", "f%;
. _ or nawn 1f no dzscrlmlnatlon is needed

proper nusber — not con51dered in thls table =

v)-
1
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Data inherent in the table: . ‘ |
From grammar and past performance:
slbfs for which the eﬁding-is correct
— gnven following the .ending. Fdrmat:
< case nunber gender > N

n¥W is uued when any value will do, as
in plural where there is no gender
dlscrlmlnatlon.

a 1lst is used if more than one value
is appropriate, as "(nom acc)" for
e1ther nomlnatlve or accusative.

" combinations whlch the student may have intended;
includes all correct slots, plus plausible
‘additions to accomodate likely errors:

— "poSsibilities" for each case heading

okl probablllty/conxldence that a given comblnatlon does .
' indeed represent the student’s 1ntent as '

- shown by his performance

— entrlec in the chart glven as:
v"veryhlgh“ -
"hlgh"
"ned" (medlum)
llloWII
.blank for "none"=

f.Actual Table' L N
" On followlng pages,’arrangediby\en&ing.
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A8
ending: ~-er as in "der", "dieser®, “ciner"

-

. correct for: <nom s m> <dat.s 1>
("ein-" forms only correct for <dat s f>;
included here,. will be checked separately)

.-Ekpected case: Nominative -

DPossibilities: <nmom's m> v <nom'p *>

noun: s ryhigh )

m veryhigh -
n ' high . -
f ~ high

-poun: P ) .
idl med - med
n med - - med
f med X ned

' Expected case: Accusative

Possibilities: <nom s m> <acc s B> <dat s £ {dat'p P

noun: S - o
- i med - high = low
n’ low med low S
D ‘ - med | high SR 1
— uanourlz p ) . o ’ : ‘ .
/7 m - ned - - low “med .
” n - med low med
f low med med
! . : .
ﬁxpected cases Dative . AR ,
' Possibilities: <nom s m> = <acc s m> <dat s.f>  <dat p ¥*>
'~ noun: S a - , L :
: .o med high
< _ n low : high o
. \ - R o , - 4 - . veryhigh low
! ~poun: p (-n) - “ | . e |
o - m " ' - low - low med
n _ | E : ow | med

| t - med high
noun: p (other) .
use accusative p entries .

. / . B o .‘ : . ) ’ i W . ’ - ) .
Comment: - The <acc s m> category probably should have - been
'~ <(nom acc) s m>, to indicate blurring of the case distinction.

3
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ending: -es as in “das", “dieses"

correct for: <(noﬁ”acc) s n>

 Expected case: Nominative

possibilites+~"<(nom acc) s n> <{nom acc) p *>
noun: s - ' o ' .
- m high - _ o ,
n. veryhlgh | ‘ ' .
. I . high T .
noun: p : ' .
n ned ned
n - med ' ~ med
T -med med

‘Expected case: Accusative

noun: s ' ‘ ) .
use nom1nat1v¢ entrles o comm

nouh P .
use nom1nat1vc entries ‘

xpected case: Datlve B ' . | L

noun° s )
use accusatlve emtrles, with dlmlnlshed confzdenbe

noun: p - 5 . B
use accusatﬂve entrles, with dlmlnlshed confidence

o

A
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]endlng' . as In "dle" “elne" - f\
correct f9r~ <(nom acc) s <(nom acc) p *>

Expected case: NOminative

‘possibilites: <(acc hom) s £> <(acc nom) p *>

noun: s : ]
' m : high - med
n . high , - med
) S veryhigh = ~—— " med . ;
noun: p. _ o : b ;
om low . veryhigh
n - Jow veryhlgh "

med hlgh

expected'case; Accusative

noun*- - : B u
use nominatlve entrles ' - B

[

noun: p | S
use nomlnatlve entrle« .

Expected casL Dat1ve T S

noun: s-~ ’
use accusatlve entrles, w1th dlmlnlshed confldence

‘noun: p | “
- use accusatlve entrles, WIth d1m1nlshed cnnildence&“[‘

Comment: builtein bias foraglural wlll miss those nouns
| whlch do not have a speci plural 1nflect10n.




' ending: ~-en

~ as in “den",

_1195 -

"einen"

) correct'for: cacc s my.<dat p *>

5 Expected case Nom1nat1va ”

"bonfused"

Expected case: Accusative

possibilities: <acc s m>
noun: s veryhlgh
" m . ‘high
. ~ high
f ‘ :
noun: p {(-n)
- ml - _high
T omé veryhlgh
n low .
f. low

Exrected case: Dat1ve—-“
pOS°1blllt165' <acc S m>

i1 -high
n med
o S med
- .noun: p (-n) e
- ml - low- T
w2 med
- hl
£

‘noun: p (ofkﬂr)

FEN

FUNCR-T

Aruitoxt provided by Eic:

ER&C

; \med

~ high

_ <dat p *>

low
low

red
low
high
high”

med
med .

(dat p *>

“‘lowr'('
low
med

veryhigh

high

veryhigh
‘veryhlgh

ned

high

<dat s (m n)>

<ace p *>

low

ned
ned
med
<dat s (n n)> <acc p *
¢ med
. ed
-1ow
£9
low
low

low
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1

 ending: -em ‘as in "dem",
correct for: <dat s (m n)>

Expected case: Nomlnaflve
" "confused"

Expected case: Accusative
‘possibilities: <dat s (m n)>
. |

noun: s - .
| m - high
n high
f med
noun: p (-n)
use dative entries

noun: p (other) .
~ use dative entries

»
2

Expected”case. dative

‘possibilities: <dat s (m n)>

4]

noun:
. veryhlgh
- veryhigh
high -

low
low

h&: ]

noun P (wn)

[ 2]

H::SE

~ noun: p (other) u
- . .. med
- med

lowi

ru:'s

| [Kc

Aruitoxt provided by Eic:

" e'inem"

<ace s K>

ned

| mghh
highs
nigh -

low
low
- med

<dat p *>
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ending: nil /aé‘in "ein"
correct for: <(mom acc) s n> <nom § m>

" Expected céSe: Nominative ,
possibilities: <(nom acc) s'n> <nom s (@ n)> {(nom acc) s >

noun: s , |
: oo - low ) veryhigh

n . veryhigh low -
f b low | ned - low

noun: p . | . <(nom acc) p *>
m low ' low ned '
n low low - med
f low low - . red

Expected case: Accusative

-noun: § 0 ¢
~use nomlnatmve entrles

noun: p ' - - S
use nominative entrles R /\\« | #}

Expected'case: Dativeﬂ, .
" noun:'s . B A ‘
use accusatlve eniries, with dlmlnwshed conildence
. ' /" 2
noun: p" ' ™ _
_yﬂe accnsat1ve entrles, w1th damlnlshed confidence

-
[ dd
E
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Appendix C
FULL CHART OF PROBABILITIES,‘INTENT;GUESSING METHOD 3

© —Chart of P(lntent[lj) for:all case—number—ﬁender

: combinations.
—Chari of P(form[j] | intent[i]) for =13 plausible 4
endlngs, for all case-number—gender ComblnatIOﬂS, B

~

Introductory comment5°' ‘
Ail probaolllties zre referred to the actual expected
" slot. Because the expectation cannot te usefully-described ‘as
a probability'distri%ution, there is not a true conditional °
probability fo;.intebt; i.e. it ie'hot correct to eonsider“

s

P(intent{i] | exnecte.tionfk]) The actual situation is quite
clOse, howeﬁef. For purpoues of this analy51s, the propef
approach is 10 eon31der that the case—number—oender expentatlon

peelflev one page (2n a tabulatlon of probabllltles) on whlch
the relevant intent[1] probabllltles céﬁ be found. A separate

‘ page mus't ex13t for each p0551b1e case—number—gender *
comblnatlon. I make two aosumptlons wite ch simplify the
construetlon of the table: - ‘ ed

1. The conditional probabllltwes, P(form[x] | intent[j]),
for the various orthographlc forms do not depend on the
expectatlon. In other words,I althpugh P(dntent[lj) depends
on the expected values,'P(fbrm[j] f'intent[i] ) does het

¥or 1nstance, if ‘the student actually lntends <acc s mn>, the

-probablllty that he w111 use "-en" . 1s the same regardless of

xwhether thay 1ntent 1s correct. Tnerefbre, only one set of -

form[ j] probabllltles, P(form[g] I lntent[lj): ‘is necessary.

. L X - s ) PR - .
Caf . : ‘ -
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2. The studeat’s Performance on each grammaticai

category will -be independent; i.e., whether he can ueef
‘the‘correct gender for,a,noun does not dopend on the case
1n whlch it will be used.. Thlo ausumptlon aliows the .
1ntent probab111+1es to be constructed 51Fply as a product of
- terms for each grammatlcal category. For example, to |
compute P(<acc s m>) with an expectatlon ‘of <nom s m>
31mply‘calculaue the product of.the terms for the individual

'Y

grammatlcal categorles. ;

RS

~— case: should be nom, 1ntemt is nox; use P(accnom)
— pmber: should be s, intert is s; use P(samenum
— gender: should be m, 1ntent is m; use P samenen
~ So P(<acc s m) = P(accnom) * P(samenun) * P(samegen)

for the expected <nom S m>°

- The follow1ng is 1he complete chart of pIObabllltleS needed
for the analysis: I have plven both symbollc terms and ad—hoc

X
K3

. estimates of reasona’ qumerlcal values.

SRR | . I
P(intent) for specific values:

; ‘ e ' ‘b &2
CASE: . : » ‘ f' . ‘
Expected Intended, - ° -
' nomlnatlve nom: P(nomnom) = .92
~ acc: P(accnom) = .05 ‘
dat: P(datnom) = .03 ﬁ(/'
- accusative nom: P(nomacc) = .04 _ Y
L . ~acec: ‘Placdacc) = .0 , .
T o dat: -P(datacc) = .06
dative © ~  nom: P(nomdat) = .05
S P - ~acc: P(accdat) = .01
~dat: P(datdat) = .85

id
"4_":\:1‘:&’5/

s ' . I )




GENDER: | |

intent same‘as expected. PEsamegeﬁ; = .7
1ntent dlfferent' - P(diffgen) = .15

- . e

- NU}:BER:' . . o ;

- “intent .same as expected: P?samenumb; = .E5 - -
intent diffzrent: .- P = .15

‘diffnumb)

Il

Blformllntentl for case-gender—humber combinations:
" (no gender dl:flﬁQE}Oﬂ in plural)

plural.

]

e
)

. N
INTENT FORM & PROBABILITY'
noninative .
masc er, .9'
neuter | es, %
fem .€, ,9R
plural e, .95
accusative -
masc ’ en, .85 er, .10 “er, .05
neuter es, .95 L
fem e, .9 g S
plural e, .98 | . //’ '
-dative ﬂ : & : ‘
masc em, .85 en, -10 er, .05 \ T
neuter ° em, .90 en, .10 | .
fem = er, .95 e, .05 .
en, .85 em, .10 £, .05

(In a number of 1nstances, I could not come up wlth a plau51olc

wrong form for a particular line of the table, even though

there is clearly a finite probability that.the student will

‘produce a erng answer.

......

”It'is for this reason thét the’sun



_ Appendix D
Detailed Lescritpion of Verb Inflection Analysis

P

Verb erding anslysis includes three inflections:

,\\\jziybject, verb stem, ard verb ending. The analytic

*trategy must first determine the grammatlcal ulot.;
'reprevented by ‘each 1nilect10n, then, various
comparisons can be made.
Stem: - S ’
: The stem inflection is‘compOSed of the forns
taken by the tem v04e1 and utcm consorant. The |
" characterization is baged on, 1Ae fOllOWlng °chnme-“ o
"I" - if the forrk is the ‘same as the 1nf1n1t1ve
) form of the verb;

- "523" - if the form is the same as that taken -
by the verb in 2nd & 3rd person present;

et — jif the form is the same as the infinitive
" and the verb does not normally show a’
~distinction in this category for s23;
i SR otherwlse. . .

St

= Having'arrived at a characterization on this scheme, /

the prOgram follow a simple'aeciSibn tree to ﬂrrivé at
a ComP051te spe01f1catlon fcv the stem as - who}e. G

men _ if both stem consonant and ‘stenm vowel\are "*"-fg
‘"I" ~ if ‘both are "I", or one is "I" and oth
- or stem vouel- 1s “¥" and siem consonan
- ng23n _ if at least one 1s/"Q23“ and nelther is . “I"
nen (Confused) otherwlse, S . i (

| Fromwthe comp051te spec1fﬁcat10n, the next otep
is a A table reference tc obtaln the corre pondlng

o et of slots. Verb types are spec;fled by 51nglemb1t j~

— - ( N
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nucbers (in octal); if more than one type applies,
the correapondlng bits are "OR"ed together.~ For rultiple
jp0551b111tles other than type, separate glot terns are

employéed.
L * — g* x> (all categorles, verb types 1,2.and 4),
.1 =-<* p TI>, (plural, all verb types),
: <1 s 37>, 1st Singular,, all types except 40),
. 2 s:7>, 2nd & 3rd person 51ngular, verb types
T Bs T 1, 2 and 4);
523 — <1 s 407, §1st gerson singular,’ e 40 / modals),
<2 = 70>, (2 3rd person 51nguip verb. types
<3 s 70> - 10, 20 & 40 / all fhoge that change).

ENDING:
slots of the samegcomposiiibﬁ as the ster. ‘Again,_muitiple
vefb types are given as-a union of bits. The-éﬁlj verﬁ type
distinction reallg present here 1s whether coverage includes
'modal auylllarles (type 40). The - endlng table 1s.

Nall ending — <t s 40) <3 s 40} |

m_et 1 <1 s 3>

v_td — <3 5 3>, <2:p T
S Peen" — <1 p TP, <3 p 772
'f“*~6€&PA§ISQ§:QEERAT16NS:

The fif;t%comparison operation conStrdcts_ the !
stom/endlng sp901flcat10n.\ fhe program evaluates ail
palrwlse compbrlsons betwee; the set of stem slots and the
set of endihg slots. If the values of, both person and ;

umber of the two glots match exactlj, a resultant term

is generated with those two val"ﬁs and an 1n ersectlon

flgure for verb type The 1atter is the log cai "AND""“

O

The ending, if recognizeable,yrepresents grammati¢al"
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. of the two figures, representlng a SEb 1ntersect10n as
the type numbers are as5001ated Wlth 1nd1v1dual bltS.
For the resultant person and numker terms, nxtt i elimindted
- ) ‘ o X ) .
if possible. For example::
<2 s 70> with <2 s TT> gives <2. 5 70> .
: person, numher match 70 MAND" T7 = 70) ,
2" s T0> with <3 s 77> gives NIL : o

rson . mlsmatch)
<* % 7> with <1 s 40> gives <1 s° O>

(person okay — "*" matches anything, use
-non-¥ value as result. Ditto fdr number.
Type 7 "AND" 40 = O [null] )
The last example shows a resultant slot which applles'to
a null verb type. It is carried elong to-1ntroduce>'f |
slight greater flexibility into the diagnosis. S
" The subject eharacteristics are redueed.to a
single slot,}if necessary, by a quick check with the
'-verb ending. Then three comparison terms are.generated,;
matching the'subject against the two verb characteristics
1ndependently and agalnst the comp031te of' both:
subgect/stem, subaect/endang, end subgect/stem/endlnﬁ'
i The match criteria are the same as above: exact match
for person ‘and number. (No verb tvpe is 355001ated w1th
tne subject charecterlstlc, S0 there is.no screenlng on .
that ternm at this sfep ) | | '_
| Based on the varlous comp051te characterlstlcs,
the program can make qulte aetalled error comments.w;MM,‘

.

: Here are a few examples of output from the program:’ '



'~ RUN 1 - (ubbrevizted)
Léscription generated by, hunan_cxpert
(STMT (SJ ICH) (VERB SLHEN))

_ SENTENCE INPUT BY STUDENT ..
ICli SEHE |

<

MO PR’OCEEDII?G WILH ANATYSIS

Verb ending check . OK!

| eeeeenates |
Ceraeenane Phrase division done, sentence type report?
Final verdict is FV-2 , level of confidencc: VERYEIGH
eveeeeees 'Suwﬁary Comméhtq '
~ Clause type correct (FV-2) |
Y ’ 1 v : .
END OF RUN o i
. . 1 . ' K
-~ RUN 2 - —— (abbreviated)

Descriptien generated by human expert:
ykbiuT SJ ICH) (VERB SEHEN))

SENTENCE IFPUT B}fSTUDENI .o o~ — _
1CH SIEH | . / .

~i |
..... eees VERB SEHEN .. APPEAPS AS - SIEH

.VERB DOES.NOT SHOW THIS IHRFGULARILY uhOmld be 20 lJRﬂO .
. ERROR IS IN STIM ‘
ERROR IS Ili ENDING Should be E is xr« : -

........ .o Summary Comments
- Clause type correct (FV=2)

Y . END or RUK
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%

' RQN 3 — ' (abbreviated) ‘ Co-

Des¢ription generated by hunan expert* | -
(SiMT SJ ICH) (VERB SLHEN))

" SENTENCE INPUT BY QTUDENT L w -
Nmsmm - '

4

......;;..’ PN SUBSTITUTION.. Should be (i NOM S * PER)

s ((3 NOK S PRR) (WORD ER) )

" eesess-sss VERB SEHEN .. APPEABS AS SEHEN

JSENTENGE INPUI BY STUDENT “.{

' /INFINITIVE FORM USED = .

c.‘ojvo'oooo summar‘/ Commenbu

Clause type correct (3V~2) : ~
—— ED OF RUN
RUN 4 - — (abbrev1ated)

{note change in expected sentencej f

Description, enerated by human expert.;
(STMT % (VERB SEhEN))

o

SIE SEHEN.

eeeeeev.. PN SUBSTITUTION.. Should be (3 NOM S M PER)
s ((3-NOM P -* PER) (WORD SIE)

ceemsessael Verb endlng check .o OK'

cesesesaes Summary Corments - s
Clause type correct (Fv-2) | °

_END OF RUN
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L

The following tahle glves a falrly com;lc&c Drcoentmtlon .

of the Tingl analygls algcrlmhm“

whlch hlrdq of errorv |

arencovered and- how they are detected. To save spoce, ~

w1th the correci

I have employed a few zbbreviations in the table:

LY

SE - stem/ending characteristic slois
JS — subject/stem

- JE — subject/ending
JSE - subject/stem/ending
oC — stem consonant
SV - stem vowel

LS

(verb types associated “with spe01fzc characteristics):

JStype, MRﬂﬁ,J&%nm

Ctype (Correct type).

"bad ¥Xtype" means that the logical "AhD" of that type

'ERROR TYPE

general ..o o

O

..\, .

" wrong type

verb

. stem error

ending error

no errors.

-

L

kﬂINDICATION
ISEtype = O
Vbad JSBtype

' JS null, or
bad JStype

stem~spec = ¥C"

--éCASpebf _
SV~spec = "XV
JE null, or
bad JEtype

‘no e;rérgflag:

'uxn )

JSL null"'or e

o

Wverb form error®

type yields zero.

7 COMMENTS

"pissed an irreégularity" —

or "extra irregularity® -’

"error}is in stem"

% o

Yo

Cif stem spec = ol then add ,
stem type “confused’, ‘maybe
improper formation"

Ustem confusion,’ though

‘grammatically correct if

assumed to be s23"
"incorrect formation of SCU
"1ncq;rect.£o:mat10n of sV

"error is. in ending® . @ °
~ - P )

‘"verb ending -check .. OK"
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iy

;. _ AppendinE B <
. ’ \.{ Ko
Exact Flow of PHRASEDIVEDER,

the Algorithm Wthh Determlnes Clause Type
. | {

.‘ L The presentatlon of multlply—cascaded condltlonals
can be difficult to follow.‘ -1 have chosen an 1nformal
fséheqe in which,nndentatlon is. used to indiCate the scope
of the condition. Furthermore, the condltlon is given by
'merely stating «the boolean condltlon,.(whlch may be a
félngle varlable) I hsve trled to avoid ift — then —~ else
1f - then - else type structures, rather ropeatlng sone of
'the condition each tlme, parertheses are semetlmes used
.when a condition appears whlch the program dctually |
_expresses by the structure of the COndlthhal rather than
.an explicit ; .check., ' | - | |
| ‘The 1nnermost of the co;dltlons 1s followed.by a
coloh; the text after that refers to the convlus1ons

Y
approprlate at that p01nt.

&

]
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PRELIMINARY PROCESSING: | A
, The clause is divided into sections delimited

by the verbs:

one verb: - vA" — elements before verb
. "B — elements after verb
"NODI" indicator set "true"
two verbs: = VA" —-elements before first verb
S "B* — elements betweer twe verbs

"¢ — elements after second verb
wFYDI* indicator "true" if finite verb
A " preceeds dependent infinitive,
WDIFV" .indicator "true" if dependent-
N infinitive preceeds finite verb
set "LA" to:the number of elements in section "A"
o (mnemonic: Length of A) =
set "LB" and “IC" lilkewise (IC O, if C is empty) = .
3 ' : S ‘ '

© MATN FLOW:
1. (FV=1 categories) : T ‘ .
IA=0 (finite verb is very first element in clause)
, thens Concludé FV-1 with confidénce "very high"
- ' (henceforth written  ‘FV-1, ®very high"”)
~ o Go to "check" -step. - .

2. (FV-L categories....first a general,'all-encdm‘ SSiné o
' ~ 7 . conditional; then specific checks -

DIFV . inverted . verb order, or
or NODI and 1B = O . ' finite verb only and at
- . - end of clause, or _
 or FVDI and IB=LC =0 | (non-inverted verb order;

but both verbs together .
at end of clause, or - _
speciel category for slightly
distorted forms that may ,
still be relative clauses,

_or Rel. Word'presenf-and' ‘
- NODI and IB'= 1 - :
o .

or FVDI and LB
and IC

hnd
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~then- v (now dlsentangie various p0551L111tes)
2 Rel. Word missing _
DIFV \ _ ‘ '
IA = 1: FV=1L, "pedium"
TA > 1: FV-L, "high®
. not DIFV - . .
CUIA = 1 FV-2, "high"
. LA = 2: FV=2, "medium" S
' - LA > 2: EV-L, "medium" o
"DIFV and Rel. Word or Question Word present '
- LA =1: FV-L,. "high" .
LA > 1: ‘_FVwL “vethlgh"

(~or else-) ‘
Rel. WOrd present (RODI or«FVDI) . '
LA = 1 5 FV""l "hlolln .-

LA > 1. FV-l "veryhlgh"
Question word present (NODI or VLI, verbs at ena)
© LA = 1: FN=2, "high" .
1A > 1z g “V*L "hiﬁi"' o

(no Rel. Word or Questlon Word, and)

DIFV. and LB © and LC neq O: (possible DI in
" Front Field, TV-Z)

Add DI to Front Field members ﬂ"A")
Increment LA by 1
Go to step 3, IV—2 processing.

 ¢6therwise (DIFV, no Rel.,Word, odd placement)
o LA =1 FV-L, "low"
IA>1: ° FV-L; "med"
3. (FV-2 forms) . : | |
(no check, include everythlng not alreaay claired)

' - conclude: Fy-2, nyeryhight



- 20(, "

CHLCKING OPnRATIODS (Quoted saterial Kere, representslu
dizgnostic messages)’

\

~

End flle check, check for either null or cccupled by .a ‘
single elément which nuallfleu for that position. Flrst
decide which field— -

HODI and type = FY=L: Check will be .of "I" field

FVDI: Chieck will be on "C" field -

LIFV AND- 1YPL = I'V=-2: Check wll be on "c" fleld

“Let "E" be the End field ("B" or fC")vand "LEr 1ts 1ené€;1
LE = O: o ““fPine - |
LE = 1 and."E" element : o
can be in end field: fine.

otherwise: : Set "CERR" indicator ("C-error™) for
| o later reference; also,
if ¥VDI & LB/= 0 Record "DI position error, not
| .' - separated from FV")
else ‘
9 LB = 1. & "B" element . ‘ T
is Subject & either | : . S '
~type = FV-1 or
type = FV-2 &- Questlon ’
:WOrd is present' : decrease conflaencc two

- steps, WE.F. error (English?)"
else if IE = 1: - decrease confidence,

"end field error"
_else iI‘FVDIV& LB = O: decrease confidence; -
o o "DI not separated"
~othervise: r ‘ Record "not German" :
' : — ‘ declare no cenfidence, ,
"End—fleld too big"
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GENERAL CHECP\ING CONTINUED,

1f type EV—L : ; - ’
DIFV & LB neq O decrease. confldence

. _telements between DI and Fv®
FVDI: : ' decrease confidence, "IV preceeds -

infinitive 1n rv-Ln ‘

Rel. Word presert decrease confidence, "Kel word  present"

¢ »

y check LA statement should have exuctly ‘one element
‘ o in front fleld), _ : .
LA = 1: - e flne -'-_,‘J- g : . :

LA >1 & DI¥V: - - declare no confldence,

""Front Field too big
- . - e for DI 'inm F.F. & I'v-2"
IA > 1 & not, DIFV, - Front }1elu error indicator set
LA =2 & not CERR: . decrease confidence, “"two >
. g member front fleld"

" LA > 2 or CERR: N )decreace confldence two steps,
' IO F overly larve"

LA > 1 and not DIFV

" and Subject in "A"
and nc Object in "A" decrease Confldence,

. "Possible. Enﬂllsﬁ

pabtern in F.F. error" .

e

v

- SEPARAFLE PREFIX CHEGKS - B
.  (omitted if confidence level 1s "none“) .

Prefix p051t10n confused. ™ -decrease confidence - T
) “ type = FV-L ‘ 4 ¢ | . - T
T , Bmﬁxdemdmm, decrease confidence
S Prefix attached: - increase confidence
. tvpe -2 ' , . o
: - Prefix attached: . decrease. confidence
- Prefix detached: . increase confidence 3

o - weevesecens end Of PHRASEDIVIDER euueweaioal

K .o 5-'{. ‘ "
- R e - ®




Examples of PHASEDIVIDEL .Operation

’ .— ‘ . Y .
-

" The followlng represents d1rect output from the
two maln word order functlons, PHRASEDIVIDLR and .
‘PHRASE$YPEREPORT. To laollltate a demonstratlon us1ng _
.many‘different sentence forms, I created a short test |
program, wh1ch allows a shbrthand spec1f1cat10n of a'

} .
sentence merely as a llSt of clause—element nanes.

-

<

- The partlcular abbreviations used are: ‘;l,;‘, .
AL 8- subject 0= obJect M —'verb modlfler
" FV ~ finite verb. DI - dependent infinitive

. BW — relative word (subordinating conjunction,
- relative pronoun..) .o
QW - questlon word . C e -

“~The follow1ng addltlonal abbrev1at10ns are a llttle-~ ' ;"
less transparent They speC1fy separable prefixes, and
must 1nd1oate wh1ch verb is 1nvolved as ‘well as whether '
the pref1x is really to be- con51dered as attached (a dlfflculty
created by the shorthand representatlon) The follow1ng |
list will. be‘augmented by explanatory comments 1mmed1ately

’ preceed1ng eéch example in whlch a pref1x abbrev1at10n occurs.

4

" FVPFX - f1n1 .verb preflx,'separated A
" FVAPFX - finite verb .prefix, . attached -
. DIPFX - dependentolnf1n1te prefix, separated
' DIAPFX - aependent 1nf1n1t1ve preflx, attached e L

a

. . B r
I . 0

A last note some error messages attenpt to 1dent1fy '
“the, text of the offendlnb word. - Because of the shorthand-
used here, .no text is avallable, SO- theé symbol "TEXT" w1ll
e ,appear 1nstead - . _ . )
- ERIC . : o T

- ¢

o . R4
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SELTENCE' (S DT FV O'W)  EXPECIED TYPE: IV-2

....; ..... \ Phrase aivision done, sentence type report'
No ctonfidence in sentence type, probably confused

last straw.wses: F.F. .too b1L for PI in F.F.— FV-2
,——J

Play by Play account of analysis: ’
Due to: THITIAL HYPOTHFSIS ., FVT sed to Fv-2
Confldenhe in VT settiug is: VkBYﬂIGH
Due to: F.F. toe big for DI in ¥.F.,— I'V-2 -
. ) . Conf¢dcnce in FVT setting is: NONE
M : *
~PD VALUE CONFUSED

SEaTBNCE‘ (8 0 FV) - EXPECIED TYPE: FV-2 i

.:...,.... Phrase- d1v151on done, sentence type report.f,
- - Final verdlct is FV-2 , level of confidence:. HED

.. Play by Play account of analysis: .
© Due to:-INITIAL HYPOTHESIS , I'VI set to IV«Z ~
. Confidence in I'VT oettlng is: VhRYHIGH ot
Due to: TWO MEMBER FRONT FIELD.
: Confidence in ¥VT setting is: HIGH _
Due to. Possible English pattern in F.¥. error -
. Confidence in FVT settlng is: HED. :
.o other comnments: ‘
Front fleld error (FV—2): 2 elements in F.F.

 eecesaeees OSUMMATY Comments e
Clause type correct (FV 2) ‘ =

PD VALUE: FV—2 -

’
.......

*”SENTENCE. (S FV 0)° EXPECIED TYPE: FV-2

eeesssss-. Phrase lelulOn done, sentence type report°: -'
- Final verdict is FV—Z . level of confldence' VLRYHIGH

Play by Play account’ of analy51s' :
.Due to: INITIAL HYPOTHESIS , FVI set to FV—Z .
: Confldenoe 1n FVT settln is: VERYHIGH -

. -..ooooooooo" Sllmmal‘y Comments
' Clause type correct (FV—Z)

.E&§PDVMME-FWQ o o P

ISy
»
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SELTENCE: . (RW ¥V O ) EXPECTER TYPF: FV-L

....;.;Z.. Phrase lelSlon aone, sentence type rTeport:
Finz21 [verdict 1s FV— 2 , level of ccnflaence. HIUH
Play by Play_accounn oY analysis: -
Due ¢o: 1NITIAL HYPOTRESIS , FVT set <tc rV—2 »
Confidence ,in FVT Settln° ,is: VERYRIGH .
- Due to: REI~WORKD PRESELT - T
: Confldence in IVI settlng is: }I"H <

feiieeedes Summary Conments B ] 4
Relative clause failure...

™ REL~word, probab 3y not correct 1ntent
PD VALUE: FV-2 ST

'
e S ve ¢ vaoaew

_ SENTENCE: (QW S O FV) EXPECIED'IY%E: FV—2

cetecasa . Phrase division done, uentence type reportn
Final verdict is FV-L , level of confidence: HIGH

Play by Play account of analy51s.

L . * Due to: INITIAL HYPOTHESIS , FVT set to FV~L

Confidence in ¥VI setting is: HIGH

........ .. Surmary Comments ' '
, Apparent shift @o FV—L / REu form for WORD question

PD VALUE: FV-T,

~

® oo oo oo 0 e

- SENTENCE: (FV'S M DI)  EXPECTED TYPE: Fv—1

~PD VALUE' FV—1 o S ?

" ededececne Phrase division done, SentenCé‘typefreport:
' Final verdict is FV;1 5 1ev61:of-confidence: VERYHIGH

) ‘ Pla by Play account of analysis: : -
Due to: INITIAL HYPOTHESIS , FVT set'to FV~1
g Confldence in FVT settlng is: VERYPIGH

_....;...;; Summarv Comments

Clause type correct (FV—1)

-

i TS
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e oev o000 oew

| SENTENCE: (M FV 0 oy DI) ' EXPECTED 1YPE: FV~2

ciseecs e Phrase d1v131on done, sentence tvpe report.

. -, Final verdact is IFV=-2 level of confidence: MED

Play by Play account of anﬂ7‘ .

s Due to: INITIAL HYPOTHESI® o FV-2

LT e \ﬂ:; Confidence . in IV. ¢ YERYHIGH '

a Due ‘tor TWO MEMBER FRONT . N '
. o ' Confidence 1n/fV1 s utong is: HIGH
" Due to: Possible Engl gh pattern in F.I. error

Confidence 19 rVT settln" is: MED :
. " other coOmmentar/ )
sl Front fleld €rror (FV—2)~ 2 eYerents in FeF.

.;ﬁc;...:.. Summary Comments
: »  Clause type correct (FV—Z) L
"?PD VALUE: FV=2 . e e
:
SEIJTENCL’ (s BV DI O M M) EKPECihD TYPE: FV-2'

3

- ceceeeesss ; Phrase division done °entence type report.
B Final verdlct is FV—2 level of confiidence: HIGH -

Play by Play account of analy51s.‘ . ‘
':P',Due'to- INITIAL “HYPOTHESIS , FVT set to IV-2
o c0nf1dence in FVT. settlng is: VERYhIGH
" ‘Due to. DI not separated -~

~Confidence in IVT setting is: HIGH
e other commentss .
DI. p051t10n error,. not separatbd from IV

——

.. vo ..;oo'o.oo Slmmal.y Com.ments i .
s Clapse type correct. (FV~2) -
~PD VAL[j’E o |




- -
oooooo.o?oo ‘ f‘ - . . ) - .
- SENTENCE: (DI FV O M S8) EkPEClED IYPE- FV—2
,;;...;...1 Phrase d1v151on done, sentence type report-
; Final verdlct is FV—Z leveI of confidence: VERYHIGH
| .

o %
‘ . Play by Play occount of analy31s- B -
1 - Due to: INITIAL HYPOTHESIS , FVT set to FV—d

‘ e Confldence in FVT settlng is —VbRYhIGH

cceceesnaoe Summary Comments o
Clause type correct (Fi-2)

 —sv— .

‘PDvmmE.Epz»ﬂjﬁ_' i . o

-
R

L — note: s in the foLIOW1ng example "FVPrX" ‘denotes &
—_— separable preflx assoc1ated w1th the f1n1te verb

‘,‘?A:‘ ,—-——» SJ : .“\' R - ) T . ’ - \

.'..‘.“..

\ SEhTENCF.«’(S FV oM FVPPX) EXPECTFD iYPE. lFV~2‘.

'ﬁt,......;L.. Phrase d1v181on done, sentence type rep ort.
R I Flnal verdlct is FV=-2 , level of confldence. VERYHIGH

Play by_Play account of analysms- '
Due to: INITIAI, HYPOTHESIS , FVY set. to FV—2 '
’ ~ Confidence.in FVT setting is: VERYHIGH _
Due‘*to: SEPARABLE—PREFIX IS DEiACHEp L
| Canldef68 in TVT settlng is: VERYKIGH

t,?.oo ..... PP éunlmal‘y COIllmentS

Clause. type correct. (FV—B) :
Prefix separated p051t10n 1s Correct_

D

PDvmmE -2 “

: '%
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note: .in- the following. eyample. "FVARFXY denotes a o
separable prefix associzted with the finite verb: °
It .should be considered.as not separated oven though -
here wrltten separately ‘

Ty : P
[
iy .
R %

t

L

s o® e 009 se

© SRATERCE: (S O PVAPRX TV). ' EXPECTED TYPE: FV-I

R Phrase division dOpe, sentence type “eport
' Final verdlct is FV _‘i\level of confldence LOW

- Play by Play ac ow. anal sis: | - j o
~Due to lNITIAl HYP  ESIS. j EVT set, to AV-2 L
v ~.Confidenye 1 FVIT- settlng is: VLRYhIGH T
: fDue to. TWO- MEMBER FROLT FIELD.> = = 3 \
| ~ Confidence in:FVT Settlné is: HIGH ; e
‘Dueftp ‘Possible. Engllsh ttern in F.F. error
. "y . Confidence in FVT uettlng is: MED.
" Due- to: SEPAR PLE-PREFIX NOT DETACKEED -
:Conf dence in FVT settlv 1s LOW
en other comments:

, .'_m;Front f1eld error (FV-') f,wmﬁlﬁmﬁﬂﬁ§glﬂl§:§;;%mM;mhmmm
L ---al.;;.‘» bummary Comments N . L}'l' “ “ &
- Relative 'clause failure... . o

no REI-word, probably not correct 1ntent

”W-,.....;;.. Error in flnlte verb’ separable preflx, nust be
separated and at end of clause in FV=2: clause )

, PD VALUE FV—Z B

- T
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.;' =
y —— note: in the follo;lng example, YFVP¥X" denotes a
— separable prefix aSSOC1ated with the fante verb
“SEARENGE: (&0 ¥V PVPFX) ., EXPECIND TYPE: V- L
vesecesss. Phrase division® done, eentence type report‘
' Flnal verdict is FV-2 level of confidence: HIGH '~
’ Play by P]ay accourit- of analy31s- | o
- . Due to: JNITIAL HYPOTHESIS , FVI- set to FV—2 N
.: Cor  'once_in IVT settln is: VERYHIGH
D ' MBER FROMLT FIELD, : :

Courn wusnce in“FVT setting is: HIGH
. ‘-'Due to: Possible Engllsh pattern in F.F. error
.Confidence in ¥VT setting is: LED 2
~-Due to: SEPARABLE—PREFIX IS DETACHED
. o - Confidence in FVT settlnb 1s. IIGH ,
S . . .s other comments: o)
' -+ Front field error (FV—c) . 2 eleménts in I F.

“M;mm%(u.ﬁ ..... Summary Commentu ‘ »
' " Relative clause failure... '
no. REI~word, probably not correct 1ntent
Pzgflx separated p051t10n is Correct R

Y
Y

PD VALUE: V-2 . ' ';-‘- - f R T {

' ' ‘ ) '\ \
‘—— note: 1in the followmng example, "DIPFX" denotes a
—— .separable prefix assoc1ated with-the dependent -

- 'in 1t1ve.'__ : ' . N §

bLNTENCE._ (s FV 0 DIPFX M D{l; EXPFCILu TYPL-* “v-z

‘i,,.;;.;ﬁﬁ Phrase division done, sentence type report.
"~ Final verdict is FV-2 , level of confluenc HIGH

“Play by Pla account of analy31s- '

R . Due to: lNITIAL HYPOTHESIS 'y FVT - set to FV~2
MR — . Confidente in FVT setting is: VERYHIGH
: Due to: Separable—prefrx confusion - .

. ' Confldence in }VT settlng is: HIGH

&N
-

B e i | R LT

cececcccoe Summary Comments 3 ‘ : @y_
. Clause-type ¢orrect (Fv-2) -
. a° - Prefix check for verb: WPREXTY - (DIHP) FOZI'.‘LOWS'4 '
u// '.' : P031t10n wrong (confused?) .o separated and before ve;p

PD VALUE' IV—Z : .f-'t /(f*‘t.
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—— notef in the following example, WDIPFXY denotes a
——  sgparable p efix associated with the dependent

—_— initive.
. | “/’ . ?—
SENTENCE: ™ (S FV C© DIPFX DI)  EXPECTED TYPE:  FV-2
. eeessences Phrase division done, sentence type report:
o ; Flnal verdict is FV-2 , level: of confldcnce "HIGH
. Play by Play account of’ analy51s.
_ Due to: INITIAL HYPOTHESIS , FVT set to V=2
. . . Confidence in FV7 setting iss 'VERYHII

Due to: Separahle—pr ‘iix confusion :
: Confldence 1n FVT Settlng is: HIGH
— el &mmnyCmmaﬁs IR |
o - Clause - type correct (FV-2)

Prefix check for verb "TEXT"-(DINF) FOLLOWS :
Po ;ition maybe okay..

s xﬂ.(1mmed before verL, but separate_wqu_f

PDVMME.EM2 TS ERC o

p " ’ "!
L B s & .

l_r

—— note: 1in the follow1ng example, “IVPIS" denotes a
— separable preflx as5001ated w1th the flnlte verb

ShNTENCh. (Rw*o M FV’DI FVPFX) .EXPECTED’TYFE:» Ev;t?"

.-;p,.;.L. Phrase division done,'sentence type report‘ }:ﬁ!*
o Flnal verdict is IV—L » level 01 conflaence. MED ."

e Play by Play 1account of analy515°'»
~ _ Due to: INITTAL HYPOTHESIS 5 FVT set to FV-L o
// - .-Confidence in FVT setting is:- VERYhIGH -
' Due to: FV preceeds DI in FV-L clause-»" *
o -+ . Confiderice in FVT settlng 1S. HIGH
" Due to: PREFIX IS SEPARATED . . :
o 'Confldence in FVT settlng 1s-fMED

eseearesae Summary Comments ' co B
E Correct verb position for relatlve clauee S

,;..;.J{;. Error in preflx, must not be separated when'”
- e o verb is 'in fv—l pOSlthP

PD VALUE: FV-L

S 1
C T
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P
L

—— note: 1in the follow1ng example, "pIPFX® denotes:
—— separable prefix assocrated with the dependent
-— 1nf1n1t1ve. S .

G‘.l.‘...m.

SENTENCE: {RW O U DIPFX DI FV) EXPECTPD TYPE' 'F -L

csenecse coe Phrase division done, sentence type report.
' Final uerdlct is FV~L E ievel of confidence: HIGH
' : IR Play by Play acoount of analysis: :
anT ol : Due to: INITIAL HYPOTHESIS ,-FVT set to FV-L.
' Confidence in FVI setting is: *VERYHIGH
Due to: Separatle-prefix confusion
Confldence in FVT setting ist HIGH
cesssvsoan Summary Comments :
Correct verb position for relative. clause o
“Prefix check for verb "TEXT" (DINF). FOLLOWS:
P081t10n maybe okay.. .
, (1mmed. before ‘verb, but separate word B

“PD vAifLii:WFv—L e P

QTUCIER




-

- 219 -

RETFERENCES

(note. this sectlon contalns a.listing of»all references ‘
madée within ‘the main text, giving both the page cited in B
the source and a cross—reference to the chapter of this

. report on which the 01tat10n occuru.)

[

i

1.A&m& ENqIMmu&m,HW.,&MEM&W,JIh&{

o "Conversation with a Computer as a Technique of
o Language Instruction,™ in-Atkinson, R C., and
Wilson, HJ .e(ed;) : =AsS

2 - New. York: Academlc Press, 1969,~
190. : Reprlnted from The Modern ¢

Vol. 1 No. 1 (Jan 19685 pp. 5-16

T: Entire;.in n Chapter 2 .
2. P. 185, in Chapter 2

-

L pae¢s1$§—
_ Journal, -

: T
1.

& 2. ACarbonell Jalme R. Mlxed-lnltlatlve han—ComDuter
' Instructlonal Dialogfues. Bolt, Beranek and
Newman, Inc., Report- No._1971 1970.
.2.1: Entire; in fhapter 2
‘ 863 in Chapter 2
p. 185; in Chapter 2
: - 883 . in. Chapter. 2
P- 87ff in Chapter 2

NIONN
[} [ N ]
SEIO)
Lekiokio]
O .

3. Carbonell, Jaime'R. Prlvate Communlcetlon, 1Q72
' w53t in Chaptex 2 . . .

- 4. fCorder, S. D." "The Slgnflcance of ieerners Errors,"
St International Réview of Applied. Linguistics in” -
SR Lanpuage Teaching (IRAL); IV (Nov 1367). -
Ao s - p. 16213 1n>Chapter 6
‘4;2: ' 163, in Chapter 6

5. ’Corder, S D- "Idlosyncratlc Dlalects and Error Analy81s "
... IRAL IX (May 1971).‘(n N R |
T 5 p. 147, in Chapter 6

©



" 6. Halliday, b.A.K.,®McIntosh, Angus, and Strevens, Peter.
' . The Linguistic Sciences and languace, Teaching.
London Longmans, 1964. .
_ .6 p. |19, n Chapter 7 »
7. Kufner, Herbert L. The ra i es of

Enclish and German: A Contrastlve Sketgh.
Chicago: University of Chicagr Press, ~at

7.1t p. 545 in Chapter / _
7.2: p. 9; in Chapter-8 -
7.3: p. 263 in Chapter 10

Tod: Ent1re, Im Appendix A

7.5: p. 315 ir Appenalx 1

8. lado, Robert. Langusze Teaching: a,uc1ent1flc Approach..
‘New York: McGrav Hill, Inc., 19064. . .
- 8¢1: p. &7; in ghzpter q
- 8. 2:' p. 80, in hapter 6

9. Ledeper, Herbert.‘ Reference Grammar of the T
‘ . ¢. .New York: Charles Scribner’s Sons, 1969
.~ Based on, and l&rgely translated from: Scnulz, Dora.,
amd Griesbach, Heinz, Grammatik der Deutschen sprache.
MHnlCh Max Hueber Verlag, 1965. .
‘Entire; in Chapter 2
sec. €101;-1in Chapter 7
. sec. B786; in -Chapier 8 -
Entire; 1m,Appende A
- gec. H1105 in Appendix A
- sec. HOOZ2; in Appemdix A
‘sec. HO2Z; in . Appendix A
- sec. HOS1s3 _ amn. Appendix A
sec. H2335 in Appendix ‘A
sec. H23*’ in Appendlx‘A

S mqmmeMA

9 88 05 Q0 LU L L

‘ unb'\ounounnuno

10. ZLohnes, Walter' F. (1Y, and Strothman, F.W. '~German- -
' A %tructural roach. iiew York: VW.W. Norton & Co., Inc.,,

. o ‘ 10.1. Ent1re-.1n‘Ch8pter 2
S A 10-2- p- 143 in Chapter 4

11 . Polltzex, Robert‘B; Teachlng French: An Introductlon
e to Applied Llngglstlcs. Bostonz:. Glﬁm, 1960 '
- A 1T P. 143 in. Chapter 6. ‘
e (also cited ia Rlvers <ref. 13>, D. 64)




- 2271 -

o012, Rehder, Helmut, and Twadell, Freeman. German.
8 . . New ¥cxrk: Holt, Rinehart ’& Winston; Inc., 1958 ;
# - 12.1: p. 37; in Chapter 4
12.2: ° p. vi; in Chapter 4

13. Rivers, Wilga. The Psychologist and the _anguage .
Teacher. Chicago: -University of Chlcabo Press, 1964.3
13 : pP. 61; in Chapter 6

O’

14.  Scholl, Plerre—Claude, and Sdholl Maryse. Forthcoming
; technlcal report on an 1nstruct10n project in the .
. French language. iInstitute for Mathematical Studies
: 1n the Social 801ences, Stanford Unlver51ty, 1972.
o . -~ T4.1:  Entire; in Chapter 2- :
S . C © - 14.3: Private communlcatlon;;ln Chapter 2
: '14.3 Prlvate commumlcatlon' 1n Chapter 10

-, 15« 481klossy, Laurent.- —“Computer Tutors That Know What
‘ They Teach," in Proceedings of the Fall Joint
T Computer Conference, 1°7O Montvale, Kew Jersey:
- .AFIPS Press, 1970 ,
- S - 15 Eﬂnﬁ;;nCmmum e

16. Stake, Robert, "Comments on Prof. Glaser s paper" g
' (*Evaluation of Instruction and . Changing Educational
Models" ), in Wlttrock, ‘M.C., and Wiley, David (eds.).
The : ; : d oblems. -
(Proceedings -of a Symposium of Problems in the - .
- Evaluation of Instruction, UCILA,. 1967) New York:
Holt Reinhart & Wlnston, 1970. . : Ve
' 76 p- 90, 1n Lhapter 1O

i

Ly

1T e Suppes, Patrick, and Nornlngstar, Mona. "Technolog01al. :
S “Inmovations: Computer—Assisted Instruction and -
' " 7 Compensatory Education," in Korten, F., Cook, By e
: ' ‘and Lacey, J. (eds.). Psychology and_the Problems ;
of Society. Washlngton, D. C...Amerlcan §§ycholog10al

Assoc1at10n, ‘Inc., 1970. : X
. 17 4 p.. 232ff, in Chanter 2 _-“'




- o -~ 222 - ' ‘ -

Al

- 18. Symonds Martoa Ui uter De@ectlon of sMisspelled Words. -
Report No. ERB-34%, Ottawa: National Research’ ,
Council of Canada, Radio and Electrlcal
Englneerlng Division, 1970.. v ,
.18 7 Entlre in Chapter 1O . ‘

. .na. Zall, Van Horn, ard Sparks, Klmberly. (eds ) - Der kieg
‘ zum Iesen: A®German Structiural Reader. New Yorks: c
: Harcourt, Erace & World, Inc., 1967. lu///
ot . 19 | -~ p- viii (1ntroduct10n)ﬁ in Chapter 4

i .
‘ [l

20. Webster S Srventh New Colleg;ate chtlonarv. -
Sprlngfleld Mass.: G. & C. Herrdam Co,,,1965.
i 20 s "Inflectlon"' in Chapter 7 . .

- 7- ) o ‘ ) - AR

21. Wexler, Jonathan D. A'Generativé; Remedial-and Query
! ~System for -Teaching by . Computer. +h.D.:'dissertation,
and report UWSCD=UID-1,;*Computer - quences -Departnent,
Unlver51ty of hlscon51n (Madison), _1970. L
- e 21.1: Entire; in -Chapter 2
21.2: p. 85ff and p. 140ff 1n Chapterp?

22. W1nograd, Terry.. Procedures as arReDreseptatlon for
o .- Data in a Computer Pro
- . Langusse. Report MAC TR-84 Thesis), Project hAC
Massachusetts Institute of Technology, 1971. .
< o 22.1: Entlre, 1n Lbapter 2 - v
ST i, 22.23 PP. 915 p. E9% in Chapter 2 '
B 22 T P 230ff (for Planner), in Chapter 5

/ .
. -




- 146

96

97

9§

99"
100

101
102
103 .
104
105
106

107
108
109
.10
1

112

113
114
115
e
17
19
126
2 -

122
. 123 -
124 _

125
- 126

|27
28
129
130

13i
132“
133 °
134

slal

142
143

144

“ a5t

147 -
BT

ERIC

R e rovdedy enc I . B

‘W, K. Estés’and D. P, Horst. Latency as a funcuon of number or response alternatives in palred-assoclate |earn!ng. Juiy 1,-1968. T o ) -
,fM SchIaQ-Rey and P. Suppes.. High- order dlmenslons in concept lJentlflcatlon July 2, 1968. (Psychom SCl 1 I968, || 141-142) - :
"R, M. Shiffrin: Search .and retrieval processes n long-term memory August 15, 1968. '-~ . . ‘ ‘

FILMED FROM BEST AVAILABLE COPY

- - . ‘ ) ‘ ‘ -
. S p T : 7 - .
. - : . 5’ . . Y / . ’0 - . N .
o . (Continued from Inslde front cover) : ‘ oL ' . ‘
R. C. Atkinson, J. W. Brelsford, and R, M. Shiffrin. Multi-process models for memory with apptications to a confmuous présentationtask . . )
< Aprll 13,1966, (J. math. Psychol 1967, 4, 277-300)! B e < ‘
.P. Suppes and E. Croth-rs. Some remarks on sllmulus-response theories of language learning. June 12,1966, -+ . "3 ) S
RQBJork All-or—none subprocesses In the learnlnd of complex sequences. 4. math. Psychol‘ 1968, 1, I82 195). } .
‘E. Gammon. The statistical delermlnallon oflungulstlc units. July |, 1966, . . -
P. Suppes, L. Pyman, and M. Jerman. Linear structural models for response a_nd-Ta_!—encv performance In aruhmehc Gn J. P. Hill (ed.), ’
Minnesota Symposia’ on Child Psychology. aneapolls Mlnn :1967..Pp. 160-200). ¢ ¢
J. L. Young.- Effects of intervals. betweéen relnforcemenls and test tial¢ in paired-associate learnlng Augusl I, l966.
H. A. erson. LAn |nvesllgallon of linguistic unit size In memory precesses. August 3, 1966.. - .
J T. Townsend. Cholce behavlor in a cued-recognlllon task. August 8, 1966. ; . :
W H. Batchelder. A mathematical analysis of multi-leve! verbal learning, Auguét 9, 1966’ .
H. A. Taylor. . The observlng response In a cued psychophyslcal task. -August logl‘?bb .
R. A. Bjork. Learnlng and ehort-term retention of paired assoclates in relallon to speclflc sequences of lnterpresentatlon lntervals. v u .

August 11, 1966.

R. C. Atklnson and R, M. Shlffrln. Some Two—process models for memory . . Seplember 30, 1966.
4

. P. Suppes and C. Thrke. Accelerated program-In elementary-school mathematics-~the third year. January 30, 1967.

P. Suppes and i, Rosenthal~Hill, . Concept formation by klndergarten children in a card-sorting task. February 27, 1967.
R. C. Atkinson and R. ™, Shffrin, Human memory: a proposed system and Its control processes. March 2, 1967, o, .
Theodore S. Rodders. Lingulstic. conslderations In the deslgn of lhe Stanford computer-based curriculum In inltial reading. June I, l967';i§.j’;, .

~ Jack M. Krutson. Spelling drifls using a computer-asslsted Inst.rucuonal s)sl.em ‘June 30,1967, - . ) -

R. C. Atkinson. lnstruction In Initial readlng under compul.er contrel: Y Stanford Project. July 14 ,1967. .

J. W, Brelsford, Jr. and R. C. Atkinson,. Recall of palred-assoclates as'& function of overt and covert rehearsal procddures July 2l, 1967.

J. H. Stelzer, Some results r.oncerning subjecllve probability structures wlth semiorders. August |, j967 ] - ‘\,\“
D. E. Rumelhart “The effects of lnlerpresentatlon Intervals on’ performance in 2 continuous palred -assoclate task. :August ll I967
E. J. Flshman L. Keller, and P, E. Atklnson Massed vs. disiributed practice in computerized spelling drIlIs. August 18, I967
.~ G. J.-Groen, ~An lnvestlgatlon of some counting algorlthms for simple-addition problems. August 21, l967, .
H.'A. Wilsonasd R. C. A?klnson, Computer-based lnerucHon in Initial reading: a progress report on lhe'Stanford Project August 25, 1967, -
F.S. Roberts and P’ Suppes. Some problems in the geometry of visual perception. August 31, 1967. \Synthese 1967, 17, 173-20D

D, Jamison. Bayesian declslons Grider total and pa.rtlal lgnorance D. Jamlson and J. Kozleleckl. SubJective. probabllltles under total

Saus

uncertalnty. September 4, 1967, B - - . . . )
R. C Atklnson Computerized lnstrucllon ‘and the Iearnlng process. September 15, 1967 I T P _ g
w. K,‘ Estes utline of a theory of punishment. October |, 1967, - - - v C. ’
T S Rodgérs Measuring vocabulary difficulty : An analysls of Item variables in Iearnlng Russlan-Engllsh and Japanese-Engllsh vocabulary

‘parts. Decenber 18, 1967. . s -
W. K. Estes. Reinforcement in human learning. December 20, 1967. - o
G. L. Wolford, D. L, Wessel Wi K- Esles Furthér evidence concq‘rmng scann!ng@nd sampllng assumptions of visual detect!on o .

_models. January 31, 1968. . . s S ' C

. R..C. Atldnson and R: M. Shiffrln, Some’ speculauons on storage and retrleval pr6ce>ses ln Iong -term memory * February 2 1968
John Holmgren. Visual delectron wnlh imperfect recognition. March 29, 1968.. . -
Lucllle B _Mlednosky. The Froshg and lhe_‘Bender Geslalt as predlclors of readlng achlevement Aprll 12,1968.

P, Suppes Somn lheoreucal models for mathematlcs learnlng Aprll 15, 1968. (Journal of Research and Development . n Educauon, ' - .
. -1967,.1; 5-22) . Lo - ST . o : .t
G ML Olson Learning afid retention In & Gontinuous recognlllon lask May 15, 1968. T - :

Ruth Norene Hartley. An Investigatipn ‘of lst types < “and - cues to. facllltate Initlal- readlng vocabulary acqulsltlon May 29, |968

P Suppes. Stlmulus-response ‘theory of flnll.e aulomata June 19, 1968..

M. Moler and P, Suppes. Quantlfler-free axloms for . conerucuve plane geomel.ry June 20, 1968. (In J..C. H. Gerretsen and .
F. Oort (Eds.}, Compositio Mathematica. Vo!. 20. Groningen, The Netherlands: Wolters Noordhoff,ol968 Pp. 143~ l52 IR -

R.D. Freund, G, Ry Loftus, and R.C. Atklnson. Appllcatlons of multlprocess models for memory to continuous recognit[on msks. . -
" Decémber 18; 1968, ' . ’ R . : :

R. C. Atkinson.” Information defay in human learnlng. December l8, 1968 .
R. C. Atkinson, J. E, Holmgeen, and J F Juola. Processing llme as lnfluenced by lhe number of elements in Lhe visual dlsplay e :
March 14, 1969.. . : o : : . . . : . !
P, Suppes, E. F. Loftus andM. Jerman. Problem-solvlrvg on a comput.er-based teletype. March 25, l969 ’

-P. Suppes and Mona L‘:ornlngstar. Evaluallon of three computer-asslsled lnstrucuon pfograms.‘ May 2, |969

P. Suppes. On the problems of uslng mathematics_in Lhe development of the social sclences. May 12, l969

Z, Domotor. Probablllstlc relatlonal st:uctures and thelr appllcatlons. May 4, l969 : ‘ - -

. R, C. Atkinsomand T, D. Wickens .- Human memory and the concepl of reinforcement. May 20 1969. P e T S oy
N R, Titlev. Some mocel-theoretic results in measurement theory. May 22, 1959 S ': ST S . - R I

P Suppes.: Measurement- Problems of l.heory and appllcatlon. June'12,1969. - B N e ’ e ; . .
P Suppes and C. Ihrke. Acoelerated program in- eIementary-schooI mathematlcs-the fourth year August 7, 1969 B - R
D Rundus and:R.C.. Atkinson. ' Rehearsal in free recall A -procedure’ for’ dlrect’ observation. August 12, T969. ) o ‘ R s

o < B

e B ‘-

P, Suppes and S Feldman Young chnldren H comprahonslon of Iog:cal c::ﬁyuves. Oclober I5 I9b9

( Continuedvon back cover '),




151
152
153
154
—~ - 155
. 156
157
158

159
160
161

0 162

1672

. 167
w168

' 169

170
T
v 172

. 173

174
"175

176 .

177

© 178
179
180,
181

.

‘ T4,
/) 165
‘ 196

FILMED TjROI\/I BEST AVAILABLE COPY

. 1} ', k | : T . - .v . " : ’
) -« { Cpntir_tuedfrom inside back cover )
e B , - .
Joagquim H. Latbsch. An adaptive teaching system for-optimal item alfocation. November 14, 1969. LN

Roberta L. Klatzky and Richard C. Atkinson. femory scans based on alternative test stimulus representatnons November 25 1969. -
John E, Hclmaren. Response fatency as an indicant of information processrng in visual search taskS. l\llarch 16, 1970.
Patrick Suppes. Probabilistic grammars for natural languages. May 15, 1970. ’

E. Gammon. A syntactical analysis of snme first- grade readers June 22, 1970, c : ' " ' .
Kenneth N. Wexler. An automaton analysis of the fearning of a minjature system of Japanese. July 24 1970, N
R. C. Atkinson and J.A, Paulson An approach to the psycholoay of rnstruclloh .August 14, 1970. ”

R.C. Atkmson J. D. Flelcher, H.C. CRetin, and C.M. Stauffer lustruction in initial reading under computer control: the Stanford pro;ect
August 13, 1970 o o :

Dewey J. Rundus. An analysis of rehearsal processes in free recall August 21, 1970

R.L. Klatzky, J.F. Juola, and-R. C Atkinson. Test stimulus representation and experrmértal context effects n memory cannrng
" William “A. Rottmayer A formal theory of perception. - November 1;3 1970, L (;

LY

Elizabeth Jane Frshman Loftus. An analysrs of. the structural variables that rletermrne problem sofving drffrcult; on a vomputer-based teIetype

_ December 18, 1970,

Joseph/A Van Ca*npen Towards the automatic generatlon of programmed foreign—language |nstruct|onal materials. ._lanuary 1_1,-1971.r
‘Jamesine Friend and'R.C. Atkinson. Computer-assnsted instruction in programmrng AlD. January 2$ 1971.

Lawrence James Hubert. A formal model for the perceptual ptocessing of geometric. configurations‘, February 19 1971

J. F Juola, 1.5. Flschler, C.T.Wood, and R.C. Atkmson Recognition time for information stored in Long-term memory. /2

R L Klatzky and R C. Atkrnson Specrallzatlon of the cerebral hemrspheres in scannrng for information in short-termememory . « ‘\
.J.D. Fletcher and R.C. Atkrnson .An evaluation of the Stanford CAl program jn initial reading ( grades K*through 3 ). March 12 \1971

James F. Juola and R.C, Atkinson. Memory scanning fonwords versus ca ories.

IraS. Fischler and Jame! F. Juola Effects of repeated tests on recognrtlon time for informatron in long- term memir,-
Patrick Suppes,- Semanties.-of. context free. fragments of natural-languages. - March 30, 1971
James|ne Friend, . Instfuct coders ‘manual. May 1, 1971 ’ ) . : ‘

R. G. AtkrnSon and R.M. Shrffrin The control processes of short- -term memory. Aprrl 19, 1971..

Patrick Suppes. Computer-assrsted rnsta(tuctron atStanford May 19, 1971, - ’ ‘ ’
-D.Jamison, J.D . Fletcher, P: Suppes,and R.C. Atkinson. Cost and performance of computer- assrsted instruction for compensatory education.

Joseph Offir, -Some mathematical models of individual differences in learning and performance.” June 28 1971.

chhard C. Atkinson and James F. Juola Factors rnfluenclng speed and accuracy of word recognitron August 12 1971_5
P. Suppes, A. Goldberg, G. Kanz B. SearIe and C. Stauffer. Teacher's handbook for CAl courses. Septembgr 1, 1971.
Adele Goldberg A generalized rnstructaonal rystem for elementary mathematical logic. October11, 1971, ’

.

Max Jerman. Instruction In pro solvrng and-ah analysrs of struc,tural variables that contrlbute to problem-solvrng difficulty. NOVember 12,, 19°

Patrxck Suppes :Oh the grammar and model—theoretrc semantics of chrldren S noun phrases. November 29, 1971

.182 Georg Krersel Five ‘notes on the appllcation of prooof theory to. computer science. December 10, 1971

183

184

~ 185
e 186
187

188 -

' T 189

... 190
' 1?1

’_’192

193
194
¢ 195
S 196

s T

198
199

- ERIC

Aruitoxt provided by Eic: N
. N

‘Februaryl4 1973 S e l

James Michael Moloney. An mvestlgatlon of college student performance ona Ioglc currlculum ina computer-assisted lnstruction settrng.
January 28, 1972. . - . - . o o e .

J.E. Friend JuD. Fletcher and R.C. Atkmson Student performance in computer-asslsted lnstruction in programmlng May 10 1972 o~

Robert Lawrence Smith, Jr The syntax and semantics of ERICA June 14, 1972. o T,

'

Adele. Goldberg and Patrick Suppes. A computer- -assisted lnstructron program for exercises on frnding axrorns June 23 1972
Richard C. ‘Atkinson. Ingredients fora theory of instruction. June: $6, 1972,

John D, Bonvillian -and Veda R. “Charrow. Psycholrngurstic lmphcations ‘of deafness A review. JuIy 14, 1972

Phipps Arable and Scett A, Boorman Multldrmensional scaling of measures of distance between partitions. July 26, 1972.

~ Johin Bail and Dean Jamison. Computer-assisted lnstructlon for dlspersed populations: System cost models. September 15 1972
W. R. Sanders and J. R, BalI Logic documentation standard for the lnstltute for Mathematical Studies in the Socnal SC|enceS.
_October4 , 1972, ) » - . : : ‘
M.T. Kane. Varrabrlrty |n the proof behavror of coIIege students in a CAI course in Iogic asa functron of problerq characterlstrcs.

é)ctober 6, 1972 : . - o ¢ ; - : A ] R . } .
P, Suppes Facts and fantasres of education Qctober 18, 1972 N s S /
R. C. Atkrnson and J. F. Juola. Search and decrslon proceSSes in recognrtron memory. 0ctober 27,1 ;i2 = X

P. Suppes, R, Smith , ‘and M. LeveilIe The French syntax and semantic& of’ PHILIPPE, pal’t 1-: Noun phrases . November 3, 1972

D. QJamrson P. Suppes, and S, Wells ‘The effectiveness of aIternatIVe mstructronal methods AT survey Novernber 1972
P Suppes. A survey of cogmtron in handicapped childAren December 29 1972 o .

L
¢

B. Searle, P Lorton Jr., A Goldberg,,P Suppes N. Ledet, and C Jones. Computer-assrsted mstruction program Tennessee State Unrversrt

—

D R Levrne Computer-based analytic gradrng f‘li'German grammar lnstruction March 16 1973 e " S

HS v ,:nr“ .,\ I DIRTA N ”w . - . : N




